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Abstract: Wireless mesh networks in general, and WiFi What makes multi-hop TDMA in wireless tough? The
mesh networks in particular, offer a cost-effective optton first is the issue of fine-grainetime synchronization across
provide broadband connectivity in sparse regions. Effectimultiple hops. This must be achieved and maintained in
support for real-time as well as high throughput appligaio the face of wireless packet losses. Second, to achieve high
requires a TDMA-based approach. Howewaulti-hop TDMA  performance, it must provide support fgpatial reuse as well
implementations in wireless have been few and far-betwees multiple channels. Third, nodes in the network must agree
and for good reasons. These present significant issuesupon a schedule of transmission. In the context of centrally
terms of time synchronization, TDMA schedule dissemingtiodetermined time-slot schedules, this translatessdioedule
multi-channel support, routing integration, spatial ®ustc. dissemination, from the central node to other nodes. This too
And achieving these efficiently, in the face of wireless ¢feln must be done in face of wireless losses, as well as dynamic
losses presents a formidable challenge. arrival and departure of network flows. And finally, the TDMA

In this work, we present an implementation of LiT MACMAC must integrate easily with a routing mechanism.

a full-fledged multi-hop TDMA MAC, on commodity WiFi It is this set of formidable challenges that have made
platforms. We undertake extensive evaluations using micrmost wireless data standards shy away from taking multi-hop
benchmarks as well as application level performance, usif@®MA to practice. Even recent research based efforts have
outdoor as well as indoor testbeds. We also present an @tegmly been piece-meal in nature. For instance, the multi-hop
tion of LiT MAC with various routing metrics, and a routingTDMA implementations in [3], [4] deal primarily with time
stability study of recently proposed routing metrics (ROMAsynchronization, and have been evaluated only in relgtivel
SLIQ). Our results show that we can achigue granularity interference free (i.e. using 802.11a) indoor settingsd An
time synchronization across several hops, and TDMA slathile Overlay MAC [5] considers a distributed mechanism
size as small as 2ms. These imply low control overheadsr nodes to agree upon a schedule, it works under the
Experiments over several days, on our 9-node outdoor wstlsestricted assumption of single-channel operation, and a 2
shows that LiT MAC’s soft-state based approach is effectiveop interference model. The TDMA schemes in [6], [7], [8]
in robust operation even in the presence of significant eater are applicable only to long-distance networks, with highly

interference. directional links, and not to generic mesh networks. (See
Index Terms: Wireless Mesh Networks, TDMA MAC Proto- Table | for a succinct comparison with other multi-hop TDMA
col, TDMA Mesh Networks wireless implementations).

In our recent prior work [9], we have designédl MAC,
a full-fledged multi-hop TDMA mechanism, which addresses
all the above-listed challenges. [9] reports an 802.1%<eH

It is well known that in the context of wireless meshmplementation of LiT MAC. The contributions of this paper
networks, a random access based MAC protocol such @ three-fold.
CSMAI/CA cannot provide QoS for applications such as real (1) First, we implement the various features of LiT MAC on
time voice, video streaming, etc. [1]. A TDMA-based apeommodity WIFi hardware, using modifications to the open-
proach is necessary for good throughput as well as low jitteource MADWIFI driver. The use of commodity hardware is of
& delay. practical significance since it allows us to ride on the lavgtc

However a look at the history of wireless data standartienefits of these platforrhsSec. IV-D highlights the salient
reveals that more often than not, multi-hop TDMA has onlfeatures of our implementation technique in comparisoi wit
been part of the standard on paper, without any implememtatprior implementations. (2) Next, we evaluate the implemen-
based evaluation. A classic example is that of Bluetoottation along various dimensions: multi-hop synchroniaati
with scatternets never seeing the light of day. Even witrror, time granularity of scheduling, achievable thrgugth
the more recent WIMAX standard, we are not aware of arigr UDP & TCP flows, jitter for CBR flows, etc. We have
implementation based evaluation of the multi-hop mesh modesed indoor as well as outdoor testbeds for such evaluation.
A notable exception to this pattern is the case of 802.158hme | , . ,

L Our earlier workshop publication [10] worked out some of dhnieer level

networks [2] However, this is intended Only for low drS‘taeratimplementation mechanisms, which we build upon in this weskmplement
sensing applications. various MAC features, and to evaluate extensively.

I. INTRODUCTION



(3) Third, we have integrated a routing mechanism with thimposes the significant restriction that all nodes shouddthe
LiT MAC and performed a routing stability evaluation on thesame channel in all time slots. It also assumes that intéer
outdoor testbed. The stability analysis includes thredimgu is limited to a 2-hop neighbourhood. Unlike this, due to its
metrics: the popular ETX metric [11], and the more recerentralized approach, LiT MAC supports multiple channeals a
ROMA [12] & SLIQ [13] metrics. Such evaluation is of well as consideration of arbitrary interference patterns.
significance since ultimately application QoS depends njt 0  Another important difference is that [5] reports evaluatio
on the MAC performance, but also on the stability of routesnly in an interference free, 802.11a testbed. Now, a wseele
during packet flow. TDMA system is stress tested only under conditions which

Our highlight results are as follows. (A) By making use ofause significant packet loss. Hence our consideration of an
hardware packet timestamping, we attain time synchraoizat 802.11g testbed in interference prone conditions is a more
accuracy with average error of only abdif.s even at 7 hops. stringent test. A further difference is that while the testb
This implies a low guard time overhead. The synchronizatiarsed in [5] is indoor, we consider an outdoor testbed tog; thi
error of our technique is lower than that for prior techniguds significant since after all mesh networks are intended for
devised for commodity WiFi hardware and also our techniqueritdoor deployment.
has been evaluated over larger number of hops (see Table I1)3] outlines the design of a TDMA MAC protocol based on
(B) Using only Linux’s software timers, we can achieve a slan-band time synchronization and takes into account harelwa
size as small as 2ms, while CPU interrupt overheads prevéettlenecks such as clock drift, processing delay, etc for
the use of smaller slot sizes. But a slot size of 2-5ms is oftealculating the guard interval, slot duration, etc. It alakes
small enough to achieve low jitter & delay in practice. (C)eThinto account wireless errors for calculating the synclration
integration of LiT MAC with the SLIQ routing metric works period, i.e. time interval after which the network needs to
well; SLIQ’s stability is much better than that of ROMA,be re-synchronized. It outlines the implementation of the
which in turn is more stable than ETX in realistic outdooprotocol on the proprietary WiLD MAC platform with time
settings. synchronization accuracy of the order of microseconds, and

We believe that our implementation and evaluation is slot granularity of the order of milliseconds.
practical significance to the mesh networking communitye Th [4] proposes a pairwise synchronization algorithm similar
rest of the paper is organized as follows. The next sectitm LiT MAC, and takes into account propagation delay to
(Sec. Il) presents related work. Sec. Il briefly describ&E L calculate clock difference between two nodes. It makes use
MAC, to setup the context for a description of its implemeref a guard band to account for processing delays encountered
tation over commodity hardware, in Sec. IV. Subsequenthghile packet transmission, and carries out measurements to
Sec. V presents micro-benchmarks and parametric evatuat@npirically tune the value of the guard band. Based on the
of the implementation, while Sec. VI describes overall evameasurements carried out on an indoor testbed, it reports
uations of our implementation. Sec. VII concludes the papgynchronization accuracy of the order of microsecondsrateth
with a few points of discussion. hops.

While [3] & [4] are closest to our work in terms qfs
granularity of synchronization, the differences are madyr
implementation technique is different from [3], [4] and lgie

We now compare our work with prior related work. higher synchronization accuracy on commodity WiFi hardwar

Single-hop TDMA: Single hop wireless TDMA systemsover larger number of hops (see Sec. IV-D). Apart from
are aplenty. Significant such systems closely related ® tiplementation technique, other differences are that [4],
work are as follows. Our methodology of modifying thehave primarily focused on time synchronization, while we
MADWIFI open source driver to build a TDMA WiFi system have also considered a more comprehensive set of issues such
on commodity hardware is similar to [14], [15], [16]. Apartas schedule dissemination (and the corresponding ovexhead
from the primary difference that [14], [15], [16] are evated integration with a routing protocol, spatial reuse, ana as
for single hop settings while we focus on multi-hop settingémplementation on commodity WiFi hardware. Further, as in
there are other differences too. For instance, [14] makes uRe case of [5], the evaluations in [3], [4] too have consider
of out of band ethernet based time synchronization, which dsly interference free 802.11a settings, indoors. As roeeti
not applicable for mesh networks. [15] does not evaluate tberlier, it is important to test in interference prone (802-
time synchronization accuracy of the proposed mechanisim, based) realistic outdoor settings.
its extension [16] reports a time synchronization accurmaicy [6], [7], [8] outline TDMA-based MAC protocols for long-
about25us. However, the slot size used by [16] is in the rangdistance networks. Apart from the difference that these use
of 20-60 ms, with a guard time of 4-12 ms. In comparisofigose time synchronization of the order of milliseconds th
we use slot sizes of 2-10 ms, with a guard timel 66 s. primary difference is that these are applicable only forglon

Multi-hop TDMA: Table | compares prior multi-hop distance networks with highly directional antennas, whbile
TDMA MAC implementations with our work succinctly; thework considers a generic mesh network with directional or
details are as below. omni-directional antennas.

Overlay MAC [5] also modifies the MADWIFI driver to im-  TSMP [2] describes an 802.15.4-based multi-hop TDMA
plement a TDMA MAC. It proposes a distributed mechanistlAC implementation. 802.15.4 not only has very different
for nodes to arrive at an agreement on slot usage. The desigodulation scheme from 802.11, but also has much lower data

II. RELATED WORK



Synch. 'Sche_dultle Routing Spatial Reuse Evaluation
Accuracy Dissemination | Integration Support
Overlay MAC [5] order of ms distributed No 1-chnl only 6 node, indoor, 802.11a
Wildnet[6] order of ms No No No 3 node, outdoor, 802.11NH
2P [7 loose No No restricted 3 node, outdoor, 802.11h
TDM-MAC [3] order of us No No No 8 node, indoor, 802.11a
Soft-MAC [4] order of us No No No 4 node, indoor, 802.11a
TSMP [2] order of us No evaln. Yes No evaln. 44 node, indoor, 802.15.4
LiT MAC on WiFi 9 node, outdoor, 802.11
(our work) order of s Yes Yes Yes 15 node, indoor, 802.113
TABLE |

COMPARISON WITH PRIORTDMA MULTI-HOP IMPLEMENTATIONS

rate (250Kbps max), and is intended for low data rate sensiogntrol packet consists of three types of information: time
applications. We consider more traditional applicationshs synchronization information, the control schedule, areddata
as bulk data transfer, audio/video, etc. which require lligta schedule. The control schedule is nothing but the allonaifo
rates. control slots to each node in the network. The control slots f
Routing stability studies: Our work includes an integration all the nodes need not be in a single frame: different nodes
of LiT MAC with routing metrics and a routing stability can be allotted slots in different frames; Fig. 1 shows such
study. [17], [18] are among earlier works to study routingn example where the control schedule spans two successive
instability due to link metric variations. [17] studies thdrames.
extent of instability with the use of ETT metric in mesh Contention slots:In the contention slots the nodes transmit
networks. [18] on the other hand studies how do differeplackets probabilistically. These slots are used to faodit
factors such as link metric variations, channel conditidinge  asynchronous events such as a new node joining the network,
of the day, background traffic, etc affect routing stahilitresource reservation for a new flow, or a routing metric ugdat
However, both these studies have carried out measurententsf new node joins the network by sending node-join request
CSMA/CA based mesh network where the protocol behaviogackets toward the root node, using the contention slots.
and background traffic impacts the link metric computation. | jkewise, slot allocation for a new flow is accomplished by
Our work is in context of TDMA mesh networks wherein "“kmaking use of flow request packets. The node that wants to
metric probes are transmitted in dedicated time slots.heurt jnjtiate a flow transmits flow request packets in the contenti
our study includes the recently proposed ROMA [12] anglot, which then propagates up the control tree towards the
SLIQ [13] metrics which offer much better stability compare oot node. A scheduling algorithm then decides the slot
to the ETX metric considered in [17], [18] (see Sec. VI-B fopjjocation to the new flow. The MAC itself can support any
quantitative differences among the metrics). centralized scheduling algorithm; it is responsible onby f
[13] proposes the use of SLIQ metric to provide improveghmmunicating the slot allocation given by the schedulbis T

stability. However [13] presents only trace based analyis s communicated as the data schedule, as part of the control
traces from a CSMA/CA based network. In our work, Weckets.

have integrated SLIQ with the LiT MAC, and have quantified 14 tacilitate dynamic routing, LiT MAC makes use of

SLIQ’s benefits in terms of routing stability, in a rea"StiC[opoIogy update packets that can be used by the nodes to
outdoor testbed. convey routing metric information to the root node.
Data slots: Data slots are used for the actual transfer of
. LIT MAC: PROTOCOL DESIGN the data. As mentioned above, a node is told about its data
We now give a brief description of the salient featureslots via the data schedule contained in the control pachsts
of LiT MAC [9]; specifically, time synchronization, sche@ul with control slots, the data schedule may span across raultip
dissemination, and how these work robustly in the presengames.
of wireless errors. For more detailed description of LiT MAC
protocol design along with its comparison with other TDMA
MAC protocols in literature reader is referred to [9].
Time synchronization & schedule dissemination: To facili-
tate time synchronization and TDMA schedule dissemination
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LiT MAC follows a frame based mechanism, wherein a slot £ contention Slot
is a unit of allocation, and a frame consists of three difiere Control Schedule [0 T]2]3] [[] pata stot

types of slots: control, contention and data slots (see Big.
The use of these three types of slots is as follows.

Data Schedule

. — Fig. 1.
Control slots: These are used for time synchronization as®

well as to convey resource allocation i.e. to dissemina¢e th Fig. 1 shows a possible control schedule for an example
TDMA schedule. For the transmission of control packets, tfi@pology and a data schedule for a bi-directional data flow
network t0p0|ogy is arranged as a tree rooted at the rdaﬂtween nodes 3 & 2. In this example, the control as well as
node. For time synchronization, LiT MAC makes use of e data schedules span two adjacent frames.

pairwise synchronization mechanism wherein a given node isHandling wireless losses: Any realistic deployment will
time synchronized with its parent in the control tree. Thiace wireless losses due to fading and interference. Tolband

LiT MAC: An example slot allocation



wireless losses, LiT MAC makes extensive use of soft-statéth respect to WiFi NIC clock, it yields lower synchroniiat
mechanisms. For instance, soft-state based periodicniians error compared to [4] as we elaborate in Sec. IV-D.
sion of the control & data schedules ensures that all nodedDiscrepancy in WiFi hardware:We faced the following
eventually follow the same schedule. Likewise nodes trénsrsubtle issue in implementation. The hardware timestamp in
topology update packets periodically to the root node torimf beacon packets, mentioned above, is meant to correspond to
that they are alive. Soft-state is used to setup, maintaid, a&he time at which the 25th byte of the beacon is transmitted
terminate flows too. That is, a flow-request is repeatedly sesn air. But the timestamp computation is done just before
until the corresponding slot allocation is given (or a timeo sending the packet. We observed that the WiFi NIC computes
is reached): so the loss of flow-request packets are handiled timestamp assuming that the packet transmission rate is
elegantly. Even after flow setup, flow-renewal packets aféMbps, even if the beacon were sent at another rate (say
periodically sent, failing which the root node terminatdtoaw  6M). So for control packets transmitted at a data rate more
(i.e. deallocates the corresponding data slots). than 1Mbps, we had to account for this discrepancy in the
Although such use of soft-state mechanism enables Loffset computation at the receiver, by appropriately tgkirto
MAC to elegantly handle wireless losses and maintain tlaecount the packet’s transmit rate.
network in consistent state, it has a cost. The overheadseof t 2) Controlling packet transmissions. The mechanism we
frame structure and the soft-state mechanism are quaniifiedise for packet transmission is: at the start of the node’s
our performance evaluation (Sec. VI). We now move on to theansmission slot, the driver inserts the set of packetsdia

description of the LiT MAC implementation. be sent in that slot, into the hardware queue of the WiFi NIC,
which then transmits the packets. Now to accurately control
IV. | MPLEMENTATION OF LIT MAC the packet transmission time, there are two requiremeajs: (

The packet transmission event should be triggered exattly a

. : the start of the slot, and (b) Once the packet is put in harewar
MAC on commodity WIFi hardware, to take advantage of ueue, it should be transmitted immediately without waitin

the low-cost benefits of the same. This involves resol 51 the medium to be free. We describe these in turn.

N9 dif.) rgetr']mpl\(/)&aDr;/tv:IS:TufS’ as (\;vg feggrl'gef below. .Wel haveste of timers: To trigger the packet transmission event,
modiie € rver vo.9.4-1 or our IMple- e heed to make use of a periodic timer. We have an option

mgntation. This driver work_s fc.).r the popular Atheros WiF f using either Linux’s 1ms granularity software timer or
chipsets. We h"’?"e used Ubqu|_t| XR2 (http.//wvyw.ub_nt.cqr%e hardware timer provided by WiFi commodity hardware.
xr2) and Mikrotik R52/R52H wireless cards, with M'krOt'kHowever for the hardware timer we observed that under
RB 433AH/411AH/411AR (http://www.mikrotik.com/) 5|ngle§§avy load (i.e. under continuous packet reception) thertim

board computers. Some nodes run Openwrt Kamikaze v8. .
i . } turacy is very low [10]. So we make use of the 1ms software
while others run Openwrt Backfire v10.03 (http://openwg)o timer, which is quite accurate for our purpose.

both based on Linux v2.6.

Our goal is to implement a full-fledged multi-hop TDMA

busy wait busy wait  busy wait busy wait busy wait
. 3ms slot
A. TDMA mechanism I rﬁl L IHIHP = IHTi = IHT= :
There are two important components of the TDMA mech-
anism (1) time synchronization i.e. how accurately the kdoc g e et o e it Wir! Mo stock
across the different nodes are synchronized with each,other (a) timer triggers before slot start
and (2) how accurately we can control packet transmission timer rigger nterval | buey wait  busywait  busy wai
. . . . lecreased to 2ms
times, so that nodes transmit only in their allotted slot. We instead of 3ms S
describe both beloyv. _ N X AR A M X R =
1) Time synchronization: As per the 802.11 standariea- .1,\ Ll\ ! l l
con packets contain the exact timestafhgn terms of WiFi timer triggers  Next timer triggers
after slot start before slot start

NIC (Network Interface Card) clock, at which these packets

. . . . . b) ti tri i lot start
get transmitted. Likewise at the receive side the hardware (b) timerriggers after stot star

D = time difference between software timer trigger and slot start

records the time, in terms of WiFi NIC clock, at which the D<ims  D<ims Doims  D<<1ms
packet is received. While we have disabled regular 802.41 be sms <lot

cons, we make the hardware treat LiT's control slot packets a _ clock drift over _

beacons [10]. We then use the transmit and receive timestamp P several hunderd ms

to calculate the difference in the WiFi NIC clock between the  software fimer et et 1o e

trigger with D < 1ms millisecond boundary

two nodes, i.e. the clockffset. Since LIT MAC makes use
of pairwise synchronization along the control tree, evergen
propagates its clock offset with respect to the root nodejdo Fig. 2. Triggering packet ransmission event

the control tree, and thereby every node is synchronizell wit However, for making use of software timer we need to

the root node. As in our technique the nodes are synchromzr%csiolve the following issue. The linux software timer is of

2peacon timestamp is the exact time in terms of WiFi NIC clodlew 25th .1ms granUIarity' V.Vhereats t[he. hardware (?I(_)Ck of the WiFi NIC
byte of beacon packet is sent on air is of 1us granularity. So it is likely that millisecond boundary

(c) adjusting drift in clock between software timer and WiFi NIC



of the software timer is not aligned with the slot boundary However, the use of WiFi's in-built ACKs is tricky for the

of the TDMA i.e. the software timer can trigger at-most 1m®llowing reason. If we let the default hardware decide the
before or after the start of the TDMA slot. The event whereinumber of retransmissions, such retransmissions may cross
the timer triggers before the slot start can be handledyelgil our TDMA slot boundaries. So we do the following. \Wen-
doing busy wait till the start of the slot as shown in Fig. 2(apn per-packet hardware ACKs, bturn-off hardware retrans-
However the event when the timer triggers after the slot stamissions. Now, the hardware at the sending node notifies the
is undesirable, as no packets are transmitted betweendhe dtiver about whether or not an ACK was received. The driver
start and triggering of the timer. So in case the timer triggeuses this notification to determine whether or not to retrans
after the start of a slot, we decrease the next timer triggehile also respecting slot boundaries, and also implemgnti
interval by 1ms so that for the next TDMA slot (as well as a maximum retransmission count.

few subsequent slots) the timer triggers before the statttedf ~ Another subtle issue is that, for the hardware we use, the
slot, as shown in Fig. 2(b). above mentioned notification is received at the driver adter

Furthermore, another subtle issue that our measuremesétay of about 200-30@s. Waiting for such a long time to
revealed is that there is drift between the software timer aretransmit the lost packet can be inefficient. So what we do is
WiFi NIC clock. This is because they use different clockve transmitn distinct packets in a given slot, wheneis the
sources within the same node. We observed that the softwatenber of the packets that can be transmitted in that slot. Of
timer typically drifts behind the WiFi NIC clock byIs in thesen packets, if any of the packets is lost then we retransmit
400ms. So the time difference between the software timigin the next data slot allotted for the node. Assuming that t
trigger and slot start (busy wait period in Fig. 2(a)) slowlyext allotted data slot is after the maximum ACK notification
increases. delay (i.e. about 30Q:s), the notification would have been

However our scheme ensures that this difference does neteived by the time the next data slot starts and hence the
increases beyond 1ms. This is since we use the WiFi NKode can retransmit the lost packet if needed.
clock for time synchronizing the nodes and also to identify
TDMA slot boundaries: the software timer is used only as . ) ,
an approximation to the slot boundary. To elaborate, Whgﬁ Routing integration and spatial reuse
the difference between software timer trigger and slottstar In multi-hop wireless networks, routing is inextricably
becomes more than 1ms, we trigger next software timer evdittked with the MAC, since the same neighbourhood set
after interval of slot size, with respect to the millisecondetermines the next-hop (i.e. routing) as well as transoriss
boundary of software timer just before the slot start and nopportunity (i.e. MAC). LiT MAC, being a centralized MAC,
with respect to the time of current software timer trigger agupports centralized dynamic routing. To incorporateotsi
shown in Fig. 2(c). This ensures that for the next softwareuting metrics, two aspects are required: (a) the comiputat
timer trigger the difference with respect to TDMA slot starof the routing metric, and (b) conveying the routing metdc t
again decreases to a small value as shown in Fig. 2(c). the root node.

Disabling CCA: Once the packet is inserted into the hard- Routing metrics such as ETX [11], ROMA [12], or
ware queue by the driver, it is essential that the the pack&tlQ [13] are computed by measuring the packet delivery
is transmitted on-air immediately. However, the defaulFWi ratio over a given link. For this, we need to decide if segarat
hardware uses clear channel assessment (CCA) and transpridbe packets should be sent or existing traffic may be used;
the packet only when the medium is free. So in presenaad if existing traffic is to be used, then packets in whictetyp
of interference the packet transmission can get delayed. \feslots may be used.
have disabled the CCA, alongwith 802.11 backoff, as per theWe decide not to use the contention slot packets as they have
mechanism given in [19]. The evaluation of the accuracy wilbw periodicity and may also have collision-induced losses
which the packet transmission time can be controlled witve also decide not to use data slots as these are allotted

CCA disabled is presented in Sec. V. only to nodes that have data traffic to send; and explicitly
allotting data slots to nodes for sending probe packets seem
B. Hop-by-hop error recovery inefficient. Control packets, on the other hand are brodddas

In wireless, especially in multi-hop settings, it is beniefic periodically by each node. We can use these for routing metri
to have hop-by-hop error recovery for lost packets. We copemputation, at no additional overhead.
sidered three options for this: adaptive FEC (forward error For the second aspect of conveying the computed routing
recovery), bulk ACKs (acknowledgments), and per-packstetric information to the root node, we use the periodic
ACKs. Wildnet [6] has implemented the first two optionstopology update packets sent in the contention slots toward
whereas we have used per-packet ACKs. These ACKs &he root node.
transmitted immediately after the packet transmissiorseénd  Spatial reuse: In parallel work, we have also integrated
the same slot itself thereby preventing the need to schedul@ MAC with a spatial reuse mechanism, which builds
ACK transmissions separately. While we postpone a quardik interference map using the signal to interference ratio
tative comparison to Sec. V, it is intuitive to note that perSIR). The SIR is in turn computed using the received signal
packet ACKs are efficient if we can get to use WiFi's in-builstrength (RSS) profile of neighbours. Like the routing nestri
immediate ACK mechanism, since these are generated by this information is also collected using control packetsd a
hardware without any driver involvement. conveyed to the root as part of the topology update packets.



D. Comparison with prior implementation techniques (in range of each other), and enforce a 7-hop linear topology

We now compare in detail our TDMA MAC implementationn LiT MAC. A separate laptop node is also kept in the
technique with two of the prior techniques in literature, [  ViCinity. The laptop transmits packets every 100ms. As ver
that have also reported micro-second level time syncheenizIT MAC node is synchronized with the root node, it records
tion accuracy. Table Il presents the detailed comparison. the sequence number and the global time (time at the root

As can be seen from Table II, for [4] the nodes in thgode) at which each packet from the laptop is received. Now,
network are time synchronized to system cldcKo achieve ignoring propagation delay, all the LiT nodes should reeeiv
time synchronization the software module timestamps tRediven packet from the laptop at the same time. We hence
packet with current time before it hands over the packet f8easure synchronization error for a given node as global tim
WiFi hardware for transmitting it on air. The drawback ofecorded by the root node minus the global time recorded by
this technique is that it does not account for the delay in tfige given node for a given packet from the laptop. We run the
transfer of the packet from linux kernel to WiFi hardwareexperiment for an hour and take the average synchronization
which can be variable. As against this our technique mak@or across the laptop’s packets received in that dura¥n
use of WiFi hardware beacon timestamps, for synchronizatilS0 have continuous backlogged UDP traffic running from the
As our technique makes use of WiFi hardware clock, it do&0t to node-7, to verify if synchronization accuracy iseated
not suffer from synchronization error that can arise due t§der the presence of heavy load.

variable delay in transfer of packets from linux kernel toFWi & node 7 hop control tree
hardware as in [4]. Likely due to this reason the maximum root Jj—j—jfjfjfjfjv hop
synchronization error for our technique is also much leas th node node
that for [4] as can be seen from Table II. Q§

For triggering slot boundaries, like [4], we make use of Alaptop transmits measurement

beacons everv 100ms

software timers provided by linux kernel. But since in our
technique we make use of WiFi hardware clock for higher tinfég. 3. Set-up to measure time-sync error
synchronization accuracy, it is essential to account ferdtift

in the WiFi hardware clock and system clock in order to make
use of linux software timers that are based on system clock.
Our technique outlines a mechanism to resolve this noratriv

Avg Synchronization Error(us)

issue of drift between WiFi hardware clock and system clock. T
Another important contribution of our technique, in com- 12
parison with [4], is that it outlines a mechanism to make 10
use of 802.11 per-packet hardware acknowledgements for B T . s 4 5 6 v s
error recovery which is more efficient than bulk acknowledge Hops

ment/FEC based error recovery used in [6], as we elaborglg 4. Time synchronization error (ins)

later in Sec. V-C. . Fig. 4 shows the average synchronization error, as a fumctio
Though [3] also incorporates per-packet aCkHOWIGdgemeiﬂtthe number of hops from the root node; the error bars

based errorblr ecrcl) v%ry, howe\aer. [3]I makets ltﬁe '(;TDII[\)/:Zp:\I/Ie,; How standard deviation. As can be seen the synchronization
programmable hardware and impiements the rror increases with hop count from the root node, but the

protocol by carrying out firmware level code changes. Aé’f’vera e error is only aboutl Ous even at 7 hops. The negative
[3] makes use of custom hardware, it is not evident if the g y He ps- g

. . . . . . érign indicates that the global time as recorded by a node is
technique is applicable to WiFi commodity hardware in 9€Thore than that at the root node. The standard deviation of

eral and_ if yes then how does their technique perform fgg/nchronization error can be seen to be about&&xcept
commodity hardware. for the node at second hop for which the standard deviation

Table | and Il together illustrate the primary contribution is about 10us. The maximum synchronization error was also

our work in comparison with prior work. Having described thtgmall about -31us for the seventh hop node and decreased
various implementation aspects, we how move on to evaluati S thé hop count decreased

of various metrics in the next two sections (Sec. V & Sec. VI). Thus the benefit of our implementation technique is small

synchronization error even at number of hops as large as
seven. In comparison the prior work outlined in Table | has

In this section, we first look at the micro-benchmark of timﬁeen tested over small number of hops (mostly 3-4). Higher
synchronization accuracy and packet timing accuracy'wathsynchronization accuracy over large hops is desirable for

present parametrl_c s_tud|es for the slot size, and the I'""mtbermesh networks used for extending connectivity over several
per-hop retransmissions.

kilometers. Though, in such networks, number of hops can
N . be reduced by making use of directional antennas mounted
A. Time synchronization & packet timing accuracy on high rise towers (high rise towers are essential to pteven

Time synchronization error:To measure the synchronizaground reflection and provide fresnel zone clearance). How-
tion error, we use the setup shown in Fig. 3. We have 8 nodgger the cost of high rise towers can be quite high [20]. So
to achieve a range of a few kms without high rise towers, the

V. MICRO-BENCHMARKS & PARAMETRIC EVALUATION

3system clock is the clock used by operating system



Time synchronization lMax hops for Max time-sync Triggering 4S|°t Error recovery Hardware used
time-sync evaln error boundaries

Soft-Mac [4] Nodes synchronized tg Three 84us Use of system timers None 802.11 commodity

system clock hardware
i Nodes synchronized td - Hardware Proprietary programmablg

TDM-MAC [3] hardware clock Two 10ps Use of hardware timers per-packet ACKs hardware

; Node synchronized to ] - WiFi Hardware 802.11 commaodity
LiT MAC (our work) WiFi hardware clock Seven 31us Use of system timers per-packet ACKs hardware

TABLE Il

DETAILED COMPARISON WITH PRIORTDMA MAC IMPLEMENTATION TECHNIQUES

number of hops necessarily has to be large, since each liakpossible to precisely control packet transmission times
range will be a few hundreds of metres at most, with the usemmodity WiFi hardware.

of 10-12m masts; such masts can be cheaper than high ris&uard time: The guard time for TDMA slots is dependent
towers by up to 2 orders of magnitude [20]. on three factors: the synchronization error, clock drifiween

Effectiveness of disabling CCALt is essential to quantify hodes, and the software+hardware delay in transmitting the
how accurately the packet transmission time can be coetrollPacket. We have empirically found that a guard time @J.s
with CCA disabled for which we carried out the followingaccounts for these factors, and works well in practice [10].
experiment. (While [19] gives the mechanism to disable CCA,
it does not quantify the accuracy). In a 2-node topology witB, Effect of dot size
a root node and a hop-1 node, we have backlogged UDPA
traffic running from root nqde 0 the hpp—l node. The ho lot size, the smallest unit of allocation. Intuitively, maller
1 node then measures the inter-arrival time of the packats t lot size is good for lower delayijitter, but bad for thropgh

it receives from the root node, from which it computes th(‘aaffficiency due to implementation overheads. To study this

inter-packet gap. We measure the inter-packet gap for 00,0 antitatively, we used a 4-hop (5-node) linear topology in
packets from the root node. We carry out this experime oor setup, In LIT MAC. we setnum. control slots = 5
for the two cases of CCA enabled and disabled. And f ' ’ ' ’

m. contention slots = 2, andnum. data slots = 96. As there
the case of CCA disabled, we do experiments both with ar

ith li ; T d Ui IS no interference in 802.11a in our lab, we carried out this
without external interference. To produce external irahce, experiment on channel 149 at the data rate of 6M of 802.11a.

we place a laptop in the vicinity of the nodes, and make Using iperf v2.0.4 tool, we generate backlogged uni-

it connect to WiFi access point, and have continuous da&ﬁectional traffic from the root to thel™ hop node. We
transfer between the laptop and WiFi access point. measure the throughput and jitter for UDP, as well as TCP
w0 pro e, PRt throughput. (UDP and TCP are in separate experiments). We
- w vary the slot size from 1ms to 30ms. Each experiment duration
is 30 seconds and the packet size with MAC layer overheads

n important parameter in a TDMA implementation is the

2
g

9% of packets
9 of packets

© / © is 1586 bytes for slot sizes of 3ms or more, while the packet
» ® e vy — size is 520 and 1120 bytes for slot sizes of 1 and 2ms, as the
T m o w m w @ e wm w0 w slot sizes of 1 and 2ms cannot accommodate 1586 byte packet
(a) CCA enable (b) CCA disabled at data rate of 6M. We report the average across 5 experiments
Fig. 5. Gap between successive packets in each case.

Fig. 5(a) shows the CDF of the inter-packet gap for the caseln these experiments, we do not have any spatial reuse, and
of CCA enabled (in presence of external interference tiaffiase a per-node slot allocation scheme: each of the 5 nodes get
while Fig. 5(b) shows the CCA of inter-packet gap for the data slot in turn: root, followed by the hop-1 node, then the
case of CCA disabled, both in absence as well as presencé@p-2 node, and so 6n
external traffic. For the case of CCA enabled, as can be seelfig. 6 shows the throughput and jitter for different sloesiz
from Fig. 5(a), only about 50% of the packets have inteFig. 6 also shows the expected UDP throughput, computed by
packet gap less than 95, whereas rest of the packets haveaking into account the LiT MAC header as well as the 802.11
inter-packet gap more than 9G. While for the case of CCA header that we attach over the LiT MAC header to enable per
disabled inter-packet gap is in the range 80 toy80for both  packet acknowledgement.
the cases of with and without external traffic. For the case As can be seen from Fig. 6(a), the UDP throughput increases
of CCA disabled also we observed that the maximum intess the slot size increases. There are two reasons for thss, Fi
packet gap was about 2Q@s, but the inter-packet gap wasthe fixed guard time ol00us between the slots, constitutes
more than 90s for only a tiny fraction (less than 0.001%) oflower overhead for larger slot sizes: the guard time ovethea

the total of ten thousand packets. for a 1ms slot size is about 10%, while for slot size of
Now the expected inter-packet gap is, 30ms it is about 0.3%. The second reason is wastage internal

= SIFS + ack transmission time + DIFS to the slot, which arises since we do not (at this time)

=10 + 38.6 + 30 = 78.6us support MAC layer fragmentation in our implementation. To

As can be seen from Fig. 5, the measured inter-packet gap _ _ _
We also tried a slot allocation where the order of slots @tbtis hop-4

is only about 5-1Qus more Fha.n the expegted time i_n moshqde, followed by the hop-3 node, ..., root. The results wetevery different
cases. Thus, these results indicate that with CCA disalbledrém what we report here.
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were being dropped at the MAC driver level, as the receive
interrupts for the packet were being missed! Now since the
packet loss is similar for the cases of packet retransnmissio

enabled or disabled, it is likely that the CPU acts as a
bottleneck for processing of the received packets, sinee th
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° 2 3 Shfml(om; s 2 Te s e owos wow timer trigger frequency for the slot size of 1ms is relatvel
. (a) throughput (b) jitter high. To further verify this, we carried out measurementa at
Fig. 6. Effect of slot size on throughput and jitter data rate of 24M, with slot size as 1ms, under two cases: (a)

elaborate, the packet transmission time for a 1586 bytegiackansmitting only one packet of 1586 bytes per slot, and (b) 3
at 6M, including acknowledgement, is about 2284In a packets of 350 bytes in a slot. We observed that for the latter
3ms slot, only one packet is transmitted, the idle time beirigse the packet loss was about three times (12-15%) that of
(3000 — 100 — 2224) = 676us, which leads to inefficiency of the former case (4-5%). This indeed indicates that, at 1ots sl
about 22%. Whereas for 30ms slots, 13 packets are trandmisize, the CPU is not able to handle both the timer trigger &ven
leading to inefficiency of only about 3% and thereby thand packet reception events leading to packet loss. It ishwor
throughput for the 30ms slot size case is higher. noting here that the CPU speed of the Mikrotik RB433AH
Importantly, the throughput results show that the measurptitform we used was 680MHz; it had 256MB of RAM, but
UDP throughput is close to the expected value, thereby ifds we have seen here, memory is not a bottleneck.
plying that the driver-based implementation mechanism for While we have identified this CPU bottleneck to smaller
TDMA outlined in Sec. IV is working properly, without CPU slot sizes, as noted earlier, the jitter values of 15-20nes se
or memory bottlenecks. for larger slot sizes are acceptable for real-time apptoat
The TCP throughput also increases with the slot size, but
the increase in TCP throughput is lesser than that for UDP
throughput. This is since for TCP we transmit both the TCE. Number of per-hop retransmissions
data packet as well as the_TCP ACK in the same datalt is essential to understand the effect of varying the
slot. So for a particular slot size the overhead of TCP AC
transmission can cause fewer number of TCP data packetsél

be transmitted in that slot than the number of UDP packeﬁ%ear topology as above, and the same LiT MAC parameters

Iezfmg to |I3esser T(f:P th:ﬁ”%:‘_pmé b) the it ue | as earlier. We use a slot size dfims. We emulate various
S” ?an Iets_een ro;n 3 € 'g'h (), fe J'tﬁr val ute IS vetr egrees of packet losses, by probabilistically changirg th
small for Siot sizes upto sms, whereas tor other S'ot SIZeS fqqiination MAC address of a packet to a “black hole” (non-

jitter is about 15-20ms. This can be explained as follows. ngistent) MAC address just before sending to the hardware.

slot size up to 3ms, on]y one packet is transmitted per s_imi, 3\e then introduce backlogged traffic, as earlier, from that ro
the inter-packet delay is fixed: equal to the schedule lehgth node to thett® hop node
n .

5 slots. This leads to low jitter. But consider the case of sl

size of 6ms, wherein two packets are transmitted in @ SION NO 7o roemr om MRS IR IO
the delay between receiving the two consecutive packets tha = *** ;
are transmitted in the same slot is very small, correspomds t £

the inter-packet gap of 93. But the delay between the second
packet of a slot and the first packet of the next slot is equal
to schedule length, which is much larger. Thus the variation **

aximum number of per-hop retransmissions, on throughput
I jitter. To study this, we use the same 4-hop (5-node)

measured pkt loss C—
expected pkt loss xR
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in delay between receiving the consecutive packets (iter)ji o 13 s o o o e o
is more for such scenarios. We however note that jitter \aalu[g_ai 5 Eﬁe((:?)omfggzsmt ohon re Iim(i?) packet loss
of 15-20ms are well within the tolerable limits for real-gm 9 per-hop

applications. Fig. 7 shows the measured UDP & TCP throughputs as well
CPU bottleneck for slot size of Im#s can be seen from as measured and expected packet loss, for different vafues o
Fig. 6(a) the throughput for a slot size of 1ms is about 2G0e maximum number of per-hop retransmissions. Here we
Kbps less than the expected throughput, with a packet lossenfiulated a loss rate of 20% in each of the 4 links. As can
4%. The jitter value for 1ms slot size is also slightly morarth be seen, the TCP throughput increases significantly as the
that for 2ms and 3ms. Unexpectedly, we observed a packeaximum number of retransmissions is increased. And, as is
loss of about 4% irrespective of enabling or disabling pgp-h expected the UDP throughput value does not change much by
retransmissions. increasing the number of retransmissions. Also, the medsur
To understand this, we first checked if the reason for thmcket loss is quite close to the expected value as can be
packet loss could be loss of synchronization or slot overlagrom Fig. 7(b) (note that y-axis in Fig. 7(b) uses log-scale)
We measured the time-sync error as well as the error kor the case of number of retransmissions 8, the measured
triggering the packet transmission event, but we observad tpacket loss is slightly more but it is still under 0.05% of
these errors were similar to that as observed for slot sizestbhe expected packet loss. The measured packet loss islyslight
2ms or more. more for this case likely due to hardware imperfections. For
On more detailed investigation, we observed that the packetg. we observed that sometimes the naotification by hardware



at the driver level, about whether ACK was received or naethile to reduce the packet loss from 30% to 1% it incurs 100%
was missed causing the packet to be dropped. throughput overhead [6]. In comparison, for our scheme, as
The expected UDP throughput without packet drop @&n be seen from Fig. 8, to reduce the packet loss from 10%
867.7Kbps. With retransmissions enabled, for the case oft®~0% the throughput overhead is about 24%, while to reduce
or more retransmissions when the measured packet losghig packet loss from 30% t@0% the overhead is only about
small, the measured UDP throughput should be 20% |e4@%.
than 867.7Kbps i.e. 694.2Kbps. This is since each node
retransmits about 20% of the packets, the drop in throughput ~ VI. OVERALL PERFORMANCE EVALUATION
is 20%. As can be seen, the measured UDP throughput foswe now study the overall performance of LiT MAC in
the cases of 3 or more retransmissions is about 675Kkpsealistic setting of an outdoor testbed. We also evaluate
which is only about 20Kbps less than the expected value @l latency and control overheads associated with the use
694.2Kbps. Thus these results indicate that our schemebfsoft-state in LiT MAC, using a 15-node indoor testbed.
per-packet acknowledgement with retransmission of the Ioghe hardware and software specifications for the experiahent
packet in the next data slot is efficient in controlling packe&et-up is same as that given in Sec. IV, except that for
loss without affecting the throughput. And choosing a high@ur outdoor testbed, we use 15dBi omni-directional antenna
per-hop retransmission limit results in higher TCP thrqugh installed on building rooftops, whereas for the indoorhest
along with lower packet loss. we use 2dBi omni-directional internal antennas connected
While we do not show the results here, but we observed thatthe nodes. We used 802.11g in both testbeds, and there
jitter values do not change much by increasing the numberwés significant and variable external interference in many
retransmissions. instances. Such external interference causes packeslasse
To study the effectiveness of the retransmission schetid MAC's control, contention, and data slots, and this stre
with increasing (emulated) error rate, we carried out simil tests protocol operation in realistic scenarios. Fig. 9wsho
experiments, while fixing the retransmission limit to 8. Fég the outdoor testbed. The indoor testbed is deployed in our
shows the UDP/TCP throughput as well as jitter for differerftepartment building and is spread across three floors.
(emulated) error rates per link, for the both cases of witth an o T [
without per-hop retransmissions. As can be seen, the benefit oo &
of incorporating retransmissions is particularly appéarien
case of TCP throughput wherein without retransmissions TCP
throughput is practically 0 for link error rates of 5% or more

whereas with retransmissions even at 30% error rate in each :: 2:,':1

link, the TCP throughput is slightly more than half of the ! €
TCP throughput at 0% emulated error rate. Jitter values too '
are slightly better, with retransmissions as compared tiooumi

per-hop retransmissions. Fig. 9. Nine node outdoor testbed

TCP_no_retransmission no_retransmission T—
1000 TCP w(h retransmission ith_retransmission €X&x%

UDP Wi h retransmission

;.I
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A. LiT MAC evaluation

Long-term evaluation: We carried out measurements,
spread over a long duration (7 days), to study how effec-
tively LIT MAC can fulfill application QoS requirements in
o s m o v s mom ® a realistic setting of the outdoor testbed. The long dumatio
) (a) throughput  (b) jitter is significant since we wish to check if the TDMA system
Fig. 8. Effect of increasing error rates per link develops problems such as loss of synchronization over, time

Comparison with Wildnet:[6] employs bulk ACKs and or is able to perform stably.
adaptive FEC based error recovery schemes. In the bulk ACKThe data traffic we used was: we started three simultaneous
scheme, at the end of a given data slot, the receiver tra;sngii-directional CBR UDP flows of 400 Kbps source rate, for a
a single ACK packet for all the data packets received in tharation of one minute, across the following three paths: KR
particular slot. This bulk ACK can be piggybacked with datyB-Old_GH (2hop), KR-GG-SOM-NewGH(3hop-1) and
packets of the receiver. But if the receiver does not have aRR-H13-H12-H14 (3hop-2). For each of these flows we mea-
data packets to send, a dedicated slot allocation is neddediged the throughput, packet loss and jitter. This one rainut
the end of each data slot to transmit bulk ACK itself. Thigxperiment was then repeated after an interval of five minute
constitutes significant overhead as compared with our pethis process was repeated for a duration of 7 days.
packet ACK scheme which incurs an per-packet overhead ofThe values of the TDMA MAC parameters that we used
only about 48us (SIFS + ack tx time) at the 6M data rate. are given in Table Ill. Now, the application level throughpu

FEC based scheme results in lower end to end deldgpends to a large extent on the scheduling algorithm used.
compared with bulk ACKs or per-packet ACKSs, but incur§ince the focus of the current work is to evaluate the prdtoco
higher throughput overhead. For e.g. to reduce packet lgerformance, and since the MAC itself can support any
from 10% to 1%, FEC incurs about 30% throughput overheazkntralized scheduling algorithm, we use the following flow

A

@
&

Jitter (ms)

Throughput (Kbps)
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Slot duration 5ms
Num. control slots 2
Num. contention slots 1 2
Num. data slots 33 <
Max. num. retransmissions 8 zgm
Control overhead sotes = 8.33% O
Data rate 6M (802.11g) 50 i
Channel 8 o 3hop2 -
Testbed Outdoor ' T2ime (hourz) 4 ° ' Tzime (hour:;) ¢ s
TABLE Il (a) Day time (1-6pm (b) Night time (1-6am)

TDMA MAC PARAMETER VALUES Fig. 11. Throughput variation across time of day

1, as can be seen from Fig. 11 which shows the measured
dependent slot allocation scheme. Since all the three flosoughput for the experiments carried out during day and
start at the root node (i.e. node KR), the root node is atiott@ight time, for the 5* day of the 7 day experiment. As against
the first three slots in the data schedule. Then all the firpt hthis, for the experiments carried out during night time, the
nodes are allotted one slot each in the data schedule, teenttivoughput for the three flows is closer to one another, as
second hop nodes and so on. Now the schedule length (ifee presence of external interference is less. We notettisat i
number of slots after which the schedule is repeated) far thlifficult to devise a metric that can accurately quantify amio
slot allocation scheme is 11 slots, so the end to end delafy external interference present in the netwdrkBut since
incurred by each flow is about 11 x 5 = 55ms (in the absenttee performance during night time, when external interfeee

of losses). is generally less, is much better than that during day time,
ol 2% 7 I it indicates that less than expected throughput espediaily
od I * o flows 2hop and 3hop-2 is largely due to presence of external
§oo i interference rather than other factors.
;igg j* .?;g The important conclusion from the above study is that
20 éix»*’ 20 J2on —— despite periods of heavy interference and the correspgndin
SRRSO ] S ——— S packet losses, LiT MAC operated stably, without nodes fpsin
@ Th;“(;jgg;:};ﬁf’CDF ) Packet lose CDF sync with each other. In most situations, the throughpuitgbk,h
b p— ) as well as packet loss and jitter values are low. The merit of
o *T ﬁ‘if” TDMA performan_ce for gpplication QoS is further highligtite
goop oo below, in comparison with CSMA.
;232 7% Comparison with CSMA9] presents detailed performance
2 / 2hop —— comparison of LIT MAC with 802.11 CSMA/CA for voice
el bz 5 traffic. In this work we evaluate the application level betsefi
’ 5°(C)1°J°i;t‘§':<?“8;;2 o of LiT MAC over 802.11 CSMA/CA in terms of throughput,
Fig. 10. Application performance for CBR traffic packet loss and jitter for CBR UDP and TCP traffic.

Fig. 10 shows the CDF of throughput,packet loss and jige e G4/ QUt measurements across ife three paths 2nop

for the 1 minute experiments carried out for the period of% : ! .
days. Now, based on the TDMA MAC parameter values, tk?é different LiT MA,C pargmeters as shown in Table ,”l’
expected throughput for each of the flow is 392 Kbps. As c&xeept the slot duration which we change to 3ms. Accordingly
be seen from Fig. 10, for the flow 3hop-1, about 90% of tt"é'g' 12 sh(_)ws the throughput values for the three .ﬂO.WS' The
experiments, while for the other two flows about 75% of thBor bars in the graph represent the standard deviation.
experiments have throughput over 300 Kbps. The packet loss s»
for over 95% of the experiments is less than 0.1% for the
flows 3hop-1 and 3hop-2, while for the flow 2hop, the packet
loss is less than 1% for about 90% of the experiments. The
80th %e-ile jitter is about 40ms, 70ms, and 100ms for the flows ** _
3hop-1, 2hop, and 3hop-2 respectively. ° 2hop 32&5; .
A good fraction of flows 2hop show high packet loss despite () uni-directional (b) bi-directional UDP

. . ig. 12. Comparison of TDMA and CSMA
the per-hop retransmissions. Closer observation showed {hY P

this was because the flow 2hop experienced bursty packeNOW the expected throughput for TDMA for uni-directional

losses, especially for experiments during the day time wh&{PP is 326 Kbps, whereas for bi-directional UDP it is 163
the external interference was generally more. Kbps for each flow. As can be seen from Fig. 12 the measured

. . throughputs for TDMA are quite close to the expected value.

To ascertain the reason for relatively lesser throughput f :

the flows 2hop and 3hop-2 (as can be seen in Fig. 10( %owever for CSMA the throgghput values are typically less
' an that for TDMA. The difference between TDMA and

\_/I_ve iigﬁlyz(?:ri;he drr;eafi;r:nlﬁzts ?ets\éi?:zu?)fugzizrﬁglth\?ViF¢§MA is particularly apparent in case of uni-directionalPmC
ypically g day P nd bi-directional UDP transfers. Not only is the TCP and

interference is more in the campus. So we observed that 7ol

the experiments CarriEd out during day tim? the throughput f sgyiemar interference is largely due to Internet traffic evhiis unpre-
two flows was relatively less compared with the flow 3hoptictable [21] and hence so is external interference.

300
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A . Slot duration 5ms
bi-directional UDP_th_rou_ghput for CSMA less 'Fhan that for NOmcontrol SIots 3
TDMA, but the variation in throughput across different flows Num. contention slots 2
: Num. data slots 45
is also much more. For e.g. for TCP, for.the flow 3hop-1 the VA hUm- Tetransmissions =
CSMA throughput is about 200 Kbps, while for the flow 2hop Probability Of ransMISSIoN | maxievel —nodelevel 1
the CSMA throughput is only about 60 Kbps. in contention slot numnodes

Flow renewal interval 10 frames
Flow Average Packet loss (%) (stddev) Topology update interval 20 sec
UDP_UNI UDP_BI_FWD UDP_BI_RVS 372
CSMA TDMA CSMA TDMA CSMA TDMA Control overhead 312148 = 10%

2hop 17.7 (9.8) 0(0) 135 (9.4) 0(0) 81(8.2) 0(0) Data rate 6M (802.11g)
3hop-1 | 19.7 (10.4) 0.1(0.1) 14.2 (8.0) 0.1(0.1) 44.4 (17.5) 0.4 (0.5) Channel 8

3hop-2 | 25.8(14.9) 0(0) 20.2 (6.4) 0(0) 78.2 (26.9) 0(0) Testbed Tndoor

TABLE IV TABLE V

TDMA vs CSMA: PACKET LOSS STATISTICS TDMA MAC PARAMETER VALUES

Apart from the throughput results above, we observed thett 20 seconds. Since the nodes that are closer to the root
average jitter values for TDMA were about 15-30ms, while thigrward more flow renewal and topology update packets, the
same for CSMA were 2-3 times higher. More importantly, thgrobability of transmission that we have used for contentio
difference in average packet loss statistics are starkh@srs  s|ots takes into account the node level (i.e. hop count fitwen t
in Table IV. While the packet loss for CSMA can be as higboot node). The simulation based analysis in [9], shows that
as 80%, TDMA has negligible packet loss, under 0.5% ifis approach for computing the probability of transmissio
most cases. Thus these results highlight the applicatieal leresults in low contention slot collisions.
benefits of using TDMA for mesh networks, in comparison Though [9] has also carried out evaluation for above
with CSMA. CSMA was never designed for such use in mesfientioned metrics the essential difference of our evalnati
networks and shows poor performance. apart from the type of hardware used, is that we do not

Latency metrics and soft-state overheadsT MAC uses assume anything about the type of traffic, while [9] has edrri
soft-state based mechanisms for aspects such as node-join, evaluation specifically for real time voice. Due to these
flow-setup, etc. (Sec. Ill). How does this affect metricstsuageasons the TDMA MAC parameter values in our setting
as flow-setup latency, control overhead, etc.? To studywas are different. Another difference is that [9] has carried ou
carried out experiments in our 15-node indoor testbed. evaluation for sparse traffic wherein only few voice calls
are active simultaneously while we assume worst case traffic
wherein all the nodes in the network are active simultanigous

The results of our experiment are shown in Table VI. We
show the latencies in terms of humber of frames rather than
in seconds. This is since, for the same number of data, dontro
and contention slots in a frame if the slot duration is change
frame duration will change and so will the latencies.

As can be seen from Table VI, node join and flow set-up
i o latency increases as the node level (i.e. number of hops from

To analyze various latency related metrics, in the 15-noggyt node) increases. For thé" hop nodes (nodes 13 and
network, we enforce the control tree as shown in Fig. 13. Tligf), the node join latency is slightly more than 25 frames,
control tree is enforced by ensuring that a given node selegihile flow set-up latency for nodes 13 & 14 are about 11 &
only a particular other node as a parent during node joirerAft; g frames respectively. Also the flow renewal and topology
a node boots and joins the network, it then initiates a ﬂo\’,}bdate latencies are about 12-13 frames4férhop nodes.
requ_est after a random mterval_ of a few seconds. Thls_ flowThese results can guide in the setting of appropriate frame
continues throughout the experiment. We_run the experimepfration, depending on the application requirement. Fgr e.
for half an hour and measure the following latency relat&flihe network needs to support a large number of short lived
metrics: node join latency, flow set-up latency, flow renewgbs then frame duration can be kept small. For a frame
and topology update latency. duration of 50ms and considering the flow set-up latency for

The node join latency is the time taken by the newly started” hop node to be 20 frames, the flow set-up latency4fér
node to become part of the network, after it hears the fingbp nodes is about 1s.
control packet. The flow set-up latency is the time betweenNow, average flow renewal latency fd#" hop nodes is
when the first flow request packet is sent on air and wheibout 13 frames; if we take the timeout for terminating a flow
its response is received. Flow renewal latency is the ting 3 x 13 = 39 frames, then for a flow that has ended and
between when the flow renewal request is sent on air and whgnflow termination request is lost, the root has to wait for
it reaches the root node; topology update latency is defingd x 50ms~ 2 sec before de-allocating data slots for that
likewise. particular flow. This is the cost of using soft-state mechami

The TDMA MAC parameter values that we have used afer flow termination. We see that this inefficiency due to data
shown in Table V. As can be seen, every node sends a flelets remaining allotted to a flow that has terminated, igequi
renewal request 10 frames after the last flow renewal requestall.
was sent. Topology update packets are sent with a perioddur measurement results show that with a 10% control

Fig. 13. Control tree for indoor testbed
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Node Num 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Node level 1 1 1 1 2 2 2 2 3 3 3 3 4 4

Join latency (# frames) 2.4 1.8 53 5.4 7.7 3.6 4.8 9.6 18.3 11.8 10.8 12.3 27.2 26.4
Flow set-up latency (# frames) | 2.9 3.0 1.9 3.9 8.9 10.0 5.9 6.0 7.9 13.0 8.0 240 | 109 | 179
Avg. flow renewal latency 0.7 0.4 0.2 1.0 2.7 3.6 3.4 3.3 6.1 6.9 7.2 6.1 12.4 | 12.7
(# frames) (std. deviation) 20| 13) | (1.0) | (23) ]| 29 | B5 | B2 | B2 | (40) | (43) | 48) | 41) | 6.7 | (7.9
Avg. topology update latency 0.6 0.4 0.4 1.0 2.9 35 3.4 2.7 5.8 7.5 7.2 6.7 12.3 | 11.6
(# frames) (std. deviation) 18) | 15 | (08 | 21) | B2 | 32 | B5 | B1) | 39 | 46) | (4.7) | 5.1) | 6.8) | (5.8)

TABLE VI

VARIOUS LATENCY METRICS AS MEASURED IN THE INDOOR TESTBED

overhead for a 15-node mesh network, the various latenRPMA and SLIQ, about 80% and 100% of links have trigger
metrics are within a few seconds even at four hops. Thesge less than 10 per 1000s, respectively. We observedhat t
latencies are acceptable for long duration flows that last fmean trigger rate for SLIQ is only 3 per 1000s whereas it is
few minutes or more. However, for shorter duration flows thdf3 and 42 respectively for ROMA and ETX. Although we do
last for say 5-10 seconds, such as HTTP transfer, latendyeof hot show results here, we note here that we also compared
order of seconds for setting up a flow may not be acceptabiee performance at lower threshold values (ke10%). We

But we note that such short flows usually will not requirebserved that in such cases ROMA performs worse than ETX,
slot reservations, and hence can be handled through otivbile SLIQ continues to perform well in absolute terms, and
means. For instance, one may use a pre-setup best-effort fl@st in relative terms.

id, which can accommodate such short flows. (i) Dominant route prevalence:Among all the routes
between a given source destination pair, the route which is
B. Routing stability evaluation prevalent for the longest percentage of time is the dominant

A tioned in Sec. | i tability | kev fact .route. The CDF of the prevalence of the dominant route,
S mentioned In Sec. 1, fouting Stability 1S a key factor iy, .. osq 41 source-destination pairs, is shown in Fig. 14(b)

application perforr_nance; l.‘iT .MAC,S TDMA S.k.)t aIIoca_tionsAs can be seen, for about 91% of the cases with SLIQ, the
will lose meaning i there 'S hlgh_routg |nst_ab|I|ty. Having dominant route prevalence is 90% or more. For ETX only
tegrated routing metric computation with LiT MAC (S_ec. IV)’about 73% whereas for ROMA only about 63% of routes have
we t_have c?mp.arlzegxthilpeg(gmznclezof tZeSfE:IOWTg thr minant route prevalence of over 90%. Thus these results
routing metrics: [11], [12] an Q [13] as further indicate that SLIQ is more stable than ETX or ROMA.

regards routing stability. .
S\:]/Ve carry ogt meas{lrements for 33 links in our 9-node (i) Route persistenceWe now analyze the mean of the
route persistence, which is measured as the duration ofgdime

outdoor testbed for this study, with links operating at the. . )
y P 9 ven route lasts. Fig. 14(c) shows the mean route persisten

802.11g 6M data rate on channel 8. The values for the differ . .
TDMA MAC parameters that we used anem. control slots %r the three metrics at 10% trigger threshold. We can sede tha

— 9 num. contention Slots = 3. andnum. data Sots = 8. We in case of SLIQ, more than 91% of the routes persist longer

keep the slot duration as 5ms, thus forming a 100ms franigean 500 seconds, Whereas_for ROMA and ETX only about

while the experiment duration was 2000 seconds % and 22% of routes persist longer than 500 seconds. Also
' the mean route persistence for SLIQ is 1319 seconds, whereas

As mentioned in Sec. IV, we use control packets of t o .
LiT MAC protocol as probe packets. The essential differen g ROMA and ETX itis 219 and 66 seconds respectively.

of SLIQ compared with ETX and ROMA is that SLIQ is (iv) Number of route fIaps:We also evaluated the number
computed over 200 probe packets while ETX and ROMA afgute flaps for the three metrics, over the duration of 2000
computed over 10 probe packets sent at a periodicity of 1s8¢ONds. Route flap refers to a change in the route between the
Thus for computing SLIQ metric we use the control pack&Ven source-destination pair. As can be seen from Fig.)14(d
transmitted in every frame (i.e. every 100ms) thereby pdat "€ number of route flaps for SLIQ, for all the source-
the SLIQ metric value every 20 seconds. For computing gT9estination pairs is less than 10. On the other hand for ROMA
and ROMA we use the control packets transmitted eveﬁpom 20% of the routes have more than 10 route flaps, whereas
10th frame. Each node, in our experiment, logs the packBtcase of ETX about 40% of the routes have more than 10
delivery information of the control packets received fronfPute flaps over the 2000 seconds.
the neighbouring nodes and computes the value of the thre€n detailed analysis of routes selected, we observed that
metrics accordingly. most route flaps occur for the routes that involve links with
We now compare the performance of the three metridermediate quality. Intermediate quality links are the links
in terms of four aspects: link trigger rate, dominant rout&ith PDR (Packet Delivery Ratio) between 10 and 90%. From
prevalence, route persistence, and route flaps. Fig. 14(c), it is evident that SLIQ is capable of masking the
(i) Link trigger rate: A trigger is generated whenever thdink variability and hence can select stable routes.
current link metric differs from the previous value by atdea ~ Summary of routing stability results: The above results
threshold percentage. Using a 10% threshold, Fig. 14(ayshdiniformly show that the SLIQ metric performs significantly
the CDF of trigger rate computed over all links. As can beetter than ETX and ROMA as regards routing stability.
seen, the trigger rate for ROMA and SLIQ is significantly SLIQ performs better than ETX, even if we directly com-
smaller than that of ETX. For ETX, only about 10% of thepare with the results in [17]. For instance, at the 10%
links show trigger rate less than 10 per 1000s, while fdhreshold, [17] reports a median value (i.e. 50%-ile) of 80m
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(a) Trigger rate CDF (b) Dominant route prevalence (c) Mean route persistence  (d) Num. route flaps in 2000s
Fig. 14. Comparison of routing metrics at the 10% link triggfeeshold
. . . . CSMA TDMA Thghput
(i.e. 1,800s) for the persistence of the dominant route, in path Thghput Thghput imgm?,e_
the Roofnet outdoor testbed. Whereas as Fig. 14(c) indicate (Kbps) . (Kbps) . mejnt(%zy
uni | uni | uni |

SLIQ's mean route persistence itself is about 2,000s foutbo | r-sonrrzrTs | 15209 3945 | 17359 6371 141 ] 615
80% of the routes (the dominant route persistence can only be[ H13-HI2-SOM-KR | 1465.] 401.6| 1585.] 650.6] 8.2 | 62.0
expected to be higher). GG-SOM-H12-H13 | 12804 397.0 | 1590.9 604.0| 24.2 | 52.1

The reason for higher stability of SLIQ, as highlighted in N2 sOEE s | B ] bl s e e
[13]' is that it uses more number of packets (200 packets) COMPARISON OFCSMAAN-I-DA'BF:_DI?\AXHWITH SPATIAL REUSE USING
than ETX and ROMA (10 packets each) to compute the uni-DIRECTIONAL (UNI) AND BI-DIRECTIONAL (BI) UDP TRANSFER
metric value and so can factor out the short term variations i
link quality, resulting in higher stability. Though in ignog CSMA. The benefit is particularly apparent in case of bi-
short term variations in link quality, SLIQ can also ignorelirectional UDP transfer wherein the throughput improvame
high throughput paths that can occur for short time. Tragkirof TDMA with spatial reuse is as much as 60%.
such short term changes is possible through approaches suchhese results quantify the performance improvement due
as Opportunistic Routing [22], but this we believe is nab spatial reuse compared with CSMA and further highlight
appropriate for real-time applications like voice/videdioh the benefit of LiT MAC. In other experiments, detailed in
have strict delay/jitter requirements. For such appl@ai parallel work, we observed that TDMA with spatial reuse give
routing stability offered by SLIQ, can enable LiT MAC toclose to the expected throughput improvement, comparéd wit
give good and stable performance [23]. TDMA without spatial reuse.

VII. DiscussiON ANDCONCLUSION

C. Spatial reuse Despite the popularity of WiFi mesh networks among the

Spatial reuse is a key technique for improving performancesearch community as well as in deployments, providing QoS
in mesh networks; this refers to the use of the same TDMA such networks remains an elusive goal. We take the stance
slot, in the same channel, by two links in the network. Sudhat a TDMA-based approach is necessary to achieve this. But
spatial reuse requires interference mapping: i.e. inftoma multi-hop wireless TDMA presents several challenges. Time
on which links interfere with which other links. We havesynchronization across multiple hops, in presence of eg®l
integrated LIT MAC with an SIR-based interference mapehannel losses is the first issue. Next, any TDMA schedule
ping [24] as described in Sec. IV. While the evaluation of thieas to be reliably and consistently disseminated to thear&tw
interference mapping technique itself is the topic of dalal nodes. Supporting the use of multiple channels of operation
work, beyond the scope of this paper, here we briefly preséntthis context is a further challenge, and so is integratibn
results to demonstrate that LiT MAC can support spatialeeusispects such as spatial reuse and dynamic routing.

In our outdoor testbed, we identify four 3-hop paths which In this work we have implemented and evaluated a full-
support spatial reuse across the first and last hops (wittth efledged TDMA MAC, LiT MAC [9]. LIT MAC takes a
path). That is, two of these links can be allotted the same timentralized approach, and makes extensive use of soét-stat
slot. In a given experiment, we use one of the four 3-hop pathsechanisms to address the above challenges. Our implemen-
and setup a uni-directional or bi-directional UDP flow. We ustation is on top of commodity WiFi hardware, which lets us
a slot size of 10mspum. control slots = 4, num. contention leverage the low-cost benefits of the same. We have evaluated
dlots = 2, num. data sots = 74, and a MAC layer pkt size various aspects of the implementation, using indoor as agl|
of 1100 bytes. We fix all links at the 6M 802.11g data rateyutdoor testbeds.
using channel 8. Our results indicate that LiT MAC can achieve time syn-

Table VII shows the throughput results for the uniehronization accuracy of a fews across several hops. TDMA
directional and bi-directional UDP flows for the four differ slot sizes can be as small as 2-5ms. However, for slot sizes
ent paths. In our experiments of Sec. VI-A, we scheduleunaller than 2ms the CPU becomes a bottleneck affecting
three flows simultaneously, which represents the heavy lopdrformance, due to the high rate of interrupts. We believe
condition. As is well known, CSMA performs poorly undetthat for most applications, a slot size of 2ms should not be an
heavy load [1]. But in this case we schedule the flowissue.
across the four paths individually, so it represents a iveligt Outdoor evaluation over long durations has shown that the
low load condition. But even in this condition, TDMA afterTDMA MAC design as well as the implementation are stable
incorporating the spatial reuse, performs much better thanough for use in practice. The network nodes are able to
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maintain synchronization even in the presence of highiater [22] S. Katti, H. Rahul, W. Hu, D. Katabi, M. Médard, and J.o@&croft,
“Xors in the air: practical wireless network coding,” 8 GCOMM,

load and high external interference conditions. This shihes

robustness of the soft-state based design.

involved are a few seconds for operations such as a n&#
node joining the network, or a new flow being admitted.

) [23] P. Joshi, “Design, Implementation and Evaluation ofldiity Aware
The soft-state overhead is manageable, and the latencies Routing for WiFi Mesh Networks,” Master’s thesis, IIT Bomb&011.

The latency of a few seconds is usually acceptable for long-
duration flows. Fortunately, short lasting flows such as HTTP
downloads lasting 5-10 sec or less typically do not require

slot reservation; and these can be handled through a prp-se

“best-effort” flow.

Our routing stability evaluations show that the use of th
SLIQ metric results in stable routes, which in combinatiol
with the TDMA slotted approach means that applications ce
expect to get stable performance. And finally, we have als
demonstrated that LIT MAC can support spatial reuse, 1

further enhance network capacity.
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