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- Features, Features, Features

In almost every case:

Good Features beat  Good Learning

) Learning beats No Learning

3 (Viola 2003)




-Why do we need features?




Brightness: Measurement vs. Perception

/, Edward H. Adelson




Brightness: Measurement vs. Perception

Edward H. Adelson




Brightness: Measurement vs. Perception

Proof!




A little story about Computer Vision
(Recognition)

Founder, MIT Al project

In 1966, Marvin Minsky at MIT asked his undergraduate student
Gerald Jay Sussman to “spend the summer linking a camera to a
computer and getting the computer to describe what it saw’.

Recognize

We now know that the problem is more difficult than that.
(Szeliski, 2009, pg 33)
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Challenges: illumination

slide credit: S. Ullman



Challenges:
occlusion , 4

Magritte, 1957 slide by Fel Fel, Fergus & Torralba



J. Matas, K. Mikolajczyk: Visual Recognition




P Challenges: scale

slide by Fei Fel, Fergus & Torralba



allenges: deformation

Xu, Beihong 1943



Challenges: background clutter

Where is Waldo?
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Challenges: object intra-class variation

slide by Fei-Fei, Fergus & Torralba



hallenges:
cal ambiqguity

slide by Fei-Fei, Fergus & Torralba




Challenges: Context




- Image matching

Yahoo! Confidential
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- CV works! (Look for tiny colored squares)

Yahoo! Confidential




- Image Matching

Multiple View
Geometry

10 COmnuler vision

TR 1 ey o) Al o Do an

1) At an interesting point, let’'s define a coordinate system (x,y axis)
2) Use the coordinate system to pull out a patch at that point

Yahoo! Confidential



- Image Matching

Multiple View
Geometry

10 COmnuler vision

FCTNE ey o) A oo T
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- Invariant Local Features

Ty

3 Buzzword Is invariance!

Yahoo! Confidential




- Local Features: main components

Detection
|dentify the interest points

Description

_ - Extract feature descriptor
surrounding each point

Matching

- Determine correspondence
between descriptors SN
(2) (2

. . fil )
. (we will not cover this) X, =l x5 ]

Global Description
- Bag-of-Words

Yahoo! Confidential



- Local Features: desired properties

* Repeatabllity
- Can be found despite geometric and photometric
transformations

No chance to find true matches!

We have to be able to run the detection
procedure independently per image.

Yahoo! Confidential



- Local Features: desired properties

« Saliency
- Distinctive description

* Reliably determine which point goes
with which.

« Must provide some invariance to
geometric and photometric differences

Yahoo! Confidential



- Local Features: desired properties

« Compactness and Efficiency
Many fewer features than image pixels

Locality
Occupies relatively a small area in the image
Robust to clutter and occlusion




What points would you choose?
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-Uniqueness

* How to define unique/unusual?

* Local measure of uniqueness
Corners as distinctive interest points

“flat” region: ‘edge’: ‘corner’:
no change In no change significant
all directions along the edge change in all

direction directions

Yahoo! Confidential



- Feature detection: the math

Consider shifting the window W by (u,v)
* how do the pixels in W change?

« compare each pixel before and after by
summing up the squared differences (SSD) W

 this defines an SSD “error” of E(u,v):

E(uw,0)= >  [I(z+uy+v)—I(z,y)]
(x,y)eW




- Small motion assumption

Taylor Series expansion of I:

I(x4u,y+v) = I(x,y)- 8;1:“ I glv higher order terms

' If the motion (u,Vv) is small, then first order approx is good

I(z 4 u,y +v) = I(z,y) + Jhu + Jho

~ (@,y) + Lo 1] [’fj]

shorthand: I, = gi

Plugging this into the formula on the previous slide...




- Feature detection: the math

E(u,v)

2

2

Consider shifting the window W by (u,v)
* how do the pixels in W change?

« compare each pixel before and after by
summing up the squared differences

' * this defines an “error” of E(u,Vv):

1

Z [I(ac—1—7,1,,y—|—'v)—I(.:z:,y)]2

(x,y)eW

2

(x,y)eW

2

(z,y)eW

I(e,y) + [, 1,] [

1. 1) |

u
(¥

Ii

u
U

] — I(z,y)]

2




- Feature detection: the math

This can be rewritten:

o= 3l ]

For the example above

* You can move the center of the green window to anywhere on the
blue unit circle

» Which directions will result in the largest and smallest E values?
« We can find these directions by looking at the eigenvectors of H




- Feature detection: the math

o= 3l ]

X,

Eigenvalues and eigenvectors of H
» Define shifts with the smallest and largest change (E value)
» X, = direction of largest increase in E.
* A, = amount of increase in direction X,
« X_=direction of smallest increase in E. Hx_
« A- = amount of increase in direction x_

HZU_|_ = )\_|_£U_|_
A_T_




- Feature detection: the math

How are A,, X,, A, and X, relevant for feature detection?
« What's our feature scoring function?




- Feature detection: the math

How are A,, X,, A, and X, relevant for feature detection?
What's our feature scoring function?

Want E(u,Vv) to be large for small shifts in all directions
the minimum of E(u,v) should be large, over all unit vectors [u V]
this minimum is given by the smaller eigenvalue (A.) of H




- Feature detection summary

Here’s what you do
« Compute the gradient at each point in the image
* Create the H matrix from the entries in the gradient
« Compute the eigenvalues.
» Find points with large response (A. > threshold)
« Choose those points where A_is a local maximum as features




- Feature detection summary

Here’s what you do

« Compute the gradient at each point in the image

* Create the H matrix from the entries in the gradient

« Compute the eigenvalues.

» Find points with large response (A. > threshold)

« Choose those points where A_is a local maximum as features




-The Harris operator

A_Is a variant of the “Harris operator” for feature detection

. A1A2
A vy
__determinant(H)
o trace(H)

« The trace is the sum of the diagonals, i.e., trace(H) = h;; + h,,
« Called the “Harris Corner Detector” or “Harris Operator”
» Lots of other detectors, this is one of the most popular




-The Harris operator

Harris
operator




Harris detector example
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f value (red high, blue low)




Y
N’

Threshold




Find local maxima of f




Harris features (in red)

The tops of the horns are detected in both images



- Invariance

Suppose you rotate the image by some angle
- Will you still pick up the same features?

What if you change the brightness?

Scale?

_/’/F T ||- )

All points will be Corner |
classified as edges




- Scale-invariant Interest Points

How can we independently select interest

points in each image, such that the detections
are repeatable across different scales?
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Will not be covered In this tutorial



- Feature descriptors

We know how to detect good points
Next question: How to match them?




- Feature descriptors

We know how to detect good points
Next question: How to match them?

QT .
(8T 0y o,

X3 5

L/

« Simple option: match square windows around the
point

- Better approach: SIFT
— David Lowe, UBC http://www.cs.ubc.ca/~lowe/keypoints/



http://www.cs.ubc.ca/~lowe/keypoints/

- Raw image patches as descriptors

region A region B

L The simplest way to describe the
 mgm | neighborhood around an interest
point is to write down the list of
intensities to form a feature vector.

: But this is very sensitive to even
7 small shifts, rotations.

vector b

Yahoo! Confidential



- Scale Invariant Feature Transform

Basic idea:
« Take 16x16 square window around detected feature
« Compute edge orientation (angle of the gradient - 90°) for each pixel
« Throw out weak edges (threshold gradient magnitude)
» Create histogram of surviving edge orientations

0 27

angle histogram

Image gradients

Adapted from slide by David Lowe




-SIFT descriptor

Full version
« Divide the 16x16 window into a 4x4 grid of cells (2x2 case shown below)
« Compute an orientation histogram for each cell
« 16 cells * 8 orientations = 128 dimensional descriptor
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Adapted from slide by David Lowe




- Properties of SIFT

Extraordinarily robust matching technique
- Can handle changes in viewpoint
— Up to about 60 degree out of plane rotation
- Can handle significant changes in illumination
— Sometimes even day vs. night (below)
- Fast and efficient—can run in real time

- Lots of code available
— http://people.csail.mit.edu/albert/ladypack/wiki/index.php/Known implementations _of SIFT
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http://people.csail.mit.edu/albert/ladypack/wiki/index.php/Known_implementations_of_SIFT

- Feature matching

Given a feature in |, how to find the best match
in [,?
1. Define distance function that compares two
— descriptors

2. Test all the features in 1,, find the one with min
distance

- Will not be covered in this tutorial




- Lots of applications

Features are used for:
- Image alignment (e.g., mosaics)
- 3D reconstruction
- Motion tracking
- Object recognition
- Indexing and database retrieval
- Robot navigation
- ... other




-Automatic Mosaicing

Yahoo! Confidential



- Wide baseline stereo




- Geometry Estimation

> o Snavely, Seitz, & Szeliski 2006




- Object Recognition

Lowe 2002

Rothganger et al. 2003

Yahoo! Confidential



- Indexing local features
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Kristen Grauman



- Indexing local features

aEach patch / region has a descriptor, which is a
point in some high-dimensional feature space

—

—

(e.g., SIFT)

%ﬂ\\‘% o*

g

Descriptor’s
feature space

Kristen Grauman



- Indexing local features

hen we see close points in feature space, we have
similar descriptors, which indicates similar local
content.

U I NN
m/ﬁg

<>D Descriptor’s Query

feature space image

Database
images Kristen Grauman




- Indexing local features

ith potentially thousands of features per image,
and hundreds to millions of images to search,
how to efficiently find those that are relevant to a
new image?

Kristen Grauman



Indexing local features:

Inverted file index

| Index

“Rlong 175" From Dabroi ko
Flerida; inside back cover
“Diriwe 1-85," Fram Bostom 1o
Flogica; iraide Dok cover
V& Spanish Tral Roadway;
1071 =102, 104
511 Trallic Infonmsation; 83
A1A (Barrier isf) - I-55 Access; 86
Al (and CARY, B3
Al teationad Offics; B8
Abbaesiations,
Golored 25 mile Maps; covar
Exit Sarvices; 196
Travelogue: 85
Alica; 177
Agricutharsl Inspaction Sirs; 126
Ah-Tah:Thi-Ki EResaurn; 1080
Air Conditiordng, First; 112
Alabama; 124
Alachua; 132
Conindy; 131
Alatia Fioar, 143
Alapaha, Name; 135
Alfred B Maclay Gardans; 106
Alligates Al 154158
Alligatar Fanm, 54 Augusting; 160
Alligater Hole (dediniticn); 157
Alligator, Bddy; 155
Adligatons; 100, 135,138,147, 156
Anasiasia laland; 170
Anhaica; 108-108, 146
Apalachicola River; 112
Appleton Mus of Arl: 135
Anquilar; 102
Aralsian Mights; 94
At Musoum, Ringing; 147
Aruba Beach Cale; 183
Aucilla River Project; 106
Babcock-Web WHA; 151
Bahia Mar Marina; 184
Bakar County; 98
Barafoot hallman; 182
Barge Canal; 137
Ban Lirsy Expy: 80
Balz Culied Mali: 82
Bernard Casire: 136
Big °I*; 165
Biy Cypeess: 155,156
Big Fool Monster; 105
Billie Swamp Safari; 160
Blackwator Fioar SP; 117
Blu@ Angels

Butberity Center, MoGiEr; 134
G (5ea ARA)
GO, Thi; 111,113,115,135,142
Ca 'fan; 147
Calopsahaiches Rivar; 152
ama; 150
Canavaral Mabil Sessharg: 173
Cannon Creek Airpark; 130
Canopy Road; 106,160
Cope Conaverad 174
Casflls San Marcoa; 160
Cave Diving; 13¥
Cyo Costa, Nama; 150
Colebraton; 93
Charalte County; 148
Charkathe Harbor 150
Chautauqua; 116
Chiplary; 114
Mame, 115
Chactewsiches, Naema; 115
Circus Musaurm, Ringling; 147
Citrus; 88,87 130,136, 140,180
CityFlace, YW Palm Beach: 180
City Maps,
Fi Lansdnrdale Expavygs; 194,106
Jackaarwille; 163
Kissimmes Expwys; 152-153
Mlamil Expressways; 194-195
Ovlandd Exprassways; 152183
Panaasola; 28
Talzhassas; 191
Tampi- 51, Petersburg; 63
S0, hugsuting; 191
Civil War: 100,108,127, 138, 141
Claarwaler Marine Agquarum; 137
CoHlier County; 154
Collier, Barron; 152
Cotonial Spanian Cuarlers; 168
Cohumbin County; 101,128
Coquina Building Material; 165
Corkacrew Swarnp, Marne; 154
Ciowiazrys; 85
Crab Trag 1I; 144
Crackar, Flowida; 88 85 132
Crosstown Expy: 11,55,88.143
Cuban Sread; 184
Dade Batilafiahd 140
Dy, Maj. France:; 130-140,161
Ciamia Beach Husricane: 184
Dartel Boone, Frorkda Walkz 117
Diaybana Baach; 172-173
Dy Land: 87

Diriving Lanses; 85
Durval Coundy; 163
Eau Galis; 176
Edison, Thomas; 152
Eglin AFE; 116-115
Eight Reale; 176
Elleniban; 144-145
Emanusl Foind Wreck; 120
Emergency Caliooes; 53
Epiphytes; 142,148,157 155
Ezeambia Bay: 119
Biredge (I-10); 118
County; 130
Esfore; 153
Ewvanglade 30,95, 138-140, 154~ 160
Denirieg of; 156,181
Widiifa biA; 180
‘Waondar Gardens; 154
Falling Watars 5F; 115
Fantasy of Flight; 95
Fayar Dekoas SP; 111
Fires, Forest: 166
Fireg, Prascribed |, 148
Flsherman's VeElags; 151
Flaghsr Courty; 171
Flagher, Henry: 97185, 167,171
Flarida Aguarhem: 166
Flatida,
12,000 yaas ago; 187
Cavan SP; 114
Mag of all Exprossways: 2-3
Mus of Matwal History; 134
Mationnl Cematery © 141
arl of Alvica; 177
Fiathonm; 187
Sheiff's Boys Camp; 126
Sports Hall of Fame; 130
Sun 'n Fun Mueseum: 97
Suprams Couwr; 107
Florida’s Turnpike (FTR), 178,189
25 mils Stip Maps: 66
Administragion; 188
Comn System; 150
Bl Services; 185
HEFT: 76,161,180
History; 189
Hamas; 189
Sorvics Plazas; 100
Spur BR91: TE
Ticket System; 150
ToE Plazas; 150
Fard, Henmg: 152

For text documents,
an efficient way to
find all pages on
which a word occurs
IS to use an index...

We want to find all
Images in which a
feature occurs.

To use this idea, we'll
need to map our
features to “visual
words”.

Kristen Grauman



-Text retrieval vs. image search

What makes the problems similar, different?

Kristen Grauman



-Visual words: main idea

— .
‘4 Extract some local features from a number of images ...

—=»
—>e

e.g., SIFT descriptor
space: each point is 128-
dimensional

de credit: D. Nister, CVPR 2006



-Visual words: main idea




-Visual words: main idea




-Visual words: main idea
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Each point is a
local descriptor,
e.g. SIFT vector.
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-Visual words

Map high-dimensional descriptors to tokens/words by
guantizing the feature space

* Quantize via
clustering, let cluster
centers be the
prototype “words”

* Determine which
word to assign to
each new image
region by finding the
closest cluster
center.

Descriptor’s
feature space

Kristen Grauman



-Visual words

Example: each
0 group of patches
belongs to the
same visual word




-Visual vocabulary formation

Issues:
Sampling strategy: where to extract features?

Clustering / quantization algorithm

Unsupervised vs. supervised
What corpus provides features (universal vocabulary?)

Vocabulary size, number of words

Kristen Grauman



If a local Iimage region is a visual word, how can
we summarize an image (the document)?




-Analogy to documents

Of all the sensory impressions proceeding to China is forecasting a trade surplus of $90bn
the brain, the visual experiences are the (E51bn) to $100bn this year, a threefold
dominant ones. Our perception of the world increase on 2004's $32bn. The Commerce
around us is based essentially on the Ministry said the surplus would be created by
messages that rz = OUr eyes. a predicted 300/ :

movie ¢ China'g _
image deliber eXpOI’tS, ImpOrtS, US,
| eye, cell, optical agreesgy/yan, bank, domestic,

nerve, image
. Hubel, Wiesel .

following thew _
to the various

4, foreign, increase,
w, trade, value

demonstrate that the message abo?
| image falling on the retina undergoes<
wise analysis in a system of nerve cel
stored in columns. In this system each C
has its specific function and is responsibl
a specific detail in the pattern of the retinal
2 image.

freely. However, Belijing has made it ci
it will take its time and tread carefully b
allowing the yuan to rise further in value.

) O
:1 ICCV 2005 short course, L. Fei-Fel






- Bags of visual words

= Summarize entire image

” based on its distribution
(histogram) of word

occurrences.

Analogous to bag of words
representation commonly
used for documents.
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- Bags of words for content-based image
retrieval

Visually defined query “Groundhog Day” [Rammis, 1993]

“Find this
clock”

“Find this

\ - ..‘ z ;
-~ - - - 3y (A i
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» Slide ffom Andrew Zisserman
ﬁ& isserman, ICCV 2003


http://www.robots.ox.ac.uk/~vgg/research/vgoogle/index.html

retrieved shots
N

Example
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Start frame 38909 Key frame 39126 End frame 39300

Start frame 40760 Key frame 40826 Fnd frame 41049

! /
\\-
—

» Shide from Andrew Zisserman
—Srwc'&.zlsserman, ICCV 2003

Start frame 39301 Key frame 39676 End frame 39730


http://www.robots.ox.ac.uk/~vgg/research/vgoogle/index.html

- Bags of words: pros and cons

flexible to geometry / deformations / viewpoint
+ compact summary of image content

~J + provides vector representation for sets
+ very good results in practice

- basic model ignores geometry — must verify
j afterwards, or encode via features

Y -background and foreground mixed when bag
covers whole image

» o S optimal vocabulary formation remains unclear




