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Abstract

Virtual reality (VR) has revolutionized many scienti®c

disciplines by providing novel methods to visualize com-

plex data structures and moreover by providing means to

manipulate this data in real-time in a natural way. Among

the most promising ®elds for the application of VR systems

are engineering, education, entertainment, military simu-

lations and medicine. This paper reviews applications of

VR in medicine, and surgery in particular. Key applica-

tions are identi®edand relevant methods, technologies, sys-

tem issues, and needs are discussed. Finally, we review the

challenges of the ®eld and the opportunities for further re-

search and development.

1 Introduction

Virtual reality has revolutionized many scienti®c disci-

plines by providing novel methods to visualize complex

data structures and moreover by providing means to ma-

nipulate this data in real-time in a natural way. Among the

most promising®elds for the applicationof VR systems are

engineering, education, entertainment, military simulations

and medicine. Medicine is entering a period of profound

technological transition, driven by the need to provide im-

proved care at lower cost.

In this paper, we explore how virtual manipulation and

exploration can be used for education and training, pre-

operative planning, intra-operative assistance and post-

operative assessment of innovative surgery techniques. Ta-

ble 3 provides a summary of select applications of VR in

surgery.

2 Areas of Application

ExistingVR applications in surgery can be broadly clas-

si®ed in three categories: a) education and training, b)

pre-operative planning, and c) intra-operative assistance as

summarized in Table 1. These computer-aided surgery [90]

applications are geared towards various human organs as

summarized in Table 2.

Education and Training

� Practicing surgical procedures

[82, 7, 25, 18, 31, 66, 70, 12, 87, 57]

[93, 73, 76, 75, 11, 44, 84, 97, 64, 63]

[50, 49, 86, 62]

� Skill assessment

[50, 21, 49, 86, 80, 28, 62, 45, 63]

Diagnosis/Pre-Operative Planning

� Diagnosis [2, 46, 100]

� Design & optimization of procedures

[76, 75, 33, 57, 12, 87]

� Design of implants [52]

� Exploration of surgical options [76, 33]

Intra-Operative Assistance/Guidance

� Intra-Operative Assistance/Guidance

[49, 66, 70, 9]

Table 1: Taxonomy of the applications.

2.1 Education and Training

Currently, surgical manipulative skills

are learned mainly by observing an expert surgeon, practic-

ing skills on animals, cadavers, or inanimate trainers, and

supervised practice during surgeries on humans. High ex-

penses associated with these trainingmethods [50] limit the

number of times each surgeon can practice the technique.

WithVR-based education and trainingsystems surgeons

are able to: navigate through the anatomy, practice estab-

lished procedures, practice new procedures, learn how to

use new surgical tools, and assess their progress. In par-

ticular, surgeons can practice and experience surgical tech-

niques and procedures on greater variety of pathologies

and complications without waiting for a patient with a spe-

ci®c disease, they can repeat and replay these procedures,

and students will have an objective evaluation and bench-

marking of their performance based on actual procedural

dexterity acquired, without putting the patient at any risk.

The training simulators are developed as a practical med-

ical training course which can be used as part of surgical



Prostate Biopsy [98, 13]

Blood vessels Venipuncture [63],Anastomosis [49]

Angioplasty [87], Stent replacement [87]

Intravenous catheterization [86]

Brain Neurosurgery [76, 75, 33, 76, 75]

Face Maxillofacial Surgery [15, 67]

Eye General Eye Surgery [84], Virectomy [68]

Laser photo coagulation [31]

Ear Otological surgery [29]

Nose Paranasal sinus surgery [97]

Heart Coronary Angioplasty [64]

Cardiac Catheterization [87]

Pacemaker leads replacement [87]

Lungs Bronchoscopy [12]

Abdomen General laparoscopy [7], Trauma [11]

Pancreas ERCP [73, 45]

Liver [85]

Gall bladder Cholecystectomy [93, 25]

Female

Reprod. organs Gynaecologic laparoscopy [16, 50, 76]

Hip Hip replacement [48]

Knee Arthroscopic Knee Surgery [49, 66, 70, 38]

Palpation [58]

Table 2: Taxonomy based on the organ under considera-

tion.

education for medical students. Training simulators have

their own training protocol with a number of steps with in-

creasing level of dif®culty, enabling a student to develop

the psycho-motor skills that are essential for a safe clini-

cal practice. A VR-based educational system that includes

multi-sensory feedback similar to the one the surgeons will

meet in real cases, will allow procedure optimizationswith-

out any danger for the patients. Each step is composed of a

training part and an evaluation part [50]. Task-level pro-

cedures have been subjected to analysis, and the training

transfer is about 25-28% [79]. However, the big challenge

is to simulate with suf®cient ®delity for skills to be trans-

ferred from performing with the simulation to performing

surgery on patients. The pro®ciency with which the skills

are performed can then be measured and the performance

can be assessed [30, 49, 51, 72, 50]. Virtual environments

will also enable a research surgeon to practice new strate-

gies or compare approaches proposed by colleagues. Simi-

larly it can help the development of innovative surgical in-

struments. Due to increasing regulations concerning hu-

man and animal protections, and due to lack of other ef®-

cient learning systems, such an approach has a tremendous

scholarly and industrial potential (for a review in learning

see [43]).

2.2 Diagnosis and Pre-operative Assistance

VR-based visualizations built using pre-operative pa-

tient data provide an intuitiveand highly interactivemethod

of navigating through a patients' anatomy, allowing very

accurate and reliable diagnosis. In pre-operative planning,

the aim is to study patient data before a surgery and to plan

the best way to carry out that surgery. The requirements

for the pre-operative planning systems are: a) the (multi-

modal) data from the speci®c patient are available, b) the

data are accurate, and c) the model can be build as fast and

as automatically as possible.

2.3 Intra-operative Assistance

Many surgical procedures require precise localizationof

the targeted structure, in order for the surgeon to operate

on that tissue while minimizing damage to adjacent struc-

tures. The task becomes even more dif®cultwhen the struc-

ture under question is deep within the body. In addition,

the patientmight move during the operation or tissue might

shrink. In intra-operative assistance, pre-operative surgical

plans can be transfered to the operating room and can be

used for guidance by registering the pre-operative data with

intra-operative data and by using augmented-reality visual-

ization [60] pre-operative surgical plans can be transfered

to the operating room and the surgeon can mark internal

landmarks.

2.4 Image-guided, Robotically-Assisted Surgery

Image-guided and/or robotically-assisted surgery are

gaining rapid acceptance in the medical ®eld. With a VR-

based system the surgeon is provided with visual access

to areas originally not visible, while the haptic feedback

provides the impression that his/her hands are inside the

patient. Furthermore, this immersion makes it feasible

for the surgeon to treat patients remotely in inaccessible

or hazardous locations with great effectiveness, as if they

were present at the remote site. These systems can be

naturally extended to include collaboration [23, 61], and

telemedicine [17, 22, 42] involving sharing of informa-

tion across individual staff and across geographic locations.

The delay over the network is the biggest problem as it can

prove life-threatening. VR systems have also been used

for robotically-assisted surgeries [15] and to preplan the

surgery so that all the options for conducting a particu-

lar surgery can be explored and medical outcomes can be

simulated in advance [52, 48, 91]. VR systems become

especially important in surgical procedures which involve

micro-motions and highly repetitive tasks [71].

3 Requirements for Surgical Simulators
The development of VR surgical simulation can be sum-

marized as the use of medical imaging, computer graphics,

biomechanical analysis, and virtual environments to simu-

late surgery for medical education, training, pre-treatment



planning, and intra-operative assistance. Visual realism

and realtime interactions are essential in surgery simula-

tion. Realtime interaction requires that any action from

the operator generates an instantaneous response from the

stimulated organ, whatever the complexity of its geometry.

Moreover, since all the organs in the human body are not

rigid, their shape may change during an operation. Conse-

quently, the realism of the deformations is another key point

in surgery simulation. This realism can be enhanced by the

introductionof devices which allow for a better immersion

in the virtual world. For example, the integration of force

feedback systems to generate such sensations is of prime

importance, almost as important as visual feedback. When

coupled with precise computations of the forces, it may be

possible for the surgeon to feel haptic sensations close to

reality. In the followingsections, we will examine the com-

mon elements of the VR-based systems that have been de-

veloped for surgery applications.

3.1 Data Acquisition

The ®rst step in the development a surgery-related VR

system is the acquisition of accurate data, in order to be

able to realistically reconstruct the organ under considera-

tion [5]. For the VR systems that are geared toward edu-

cation, the organ models are obtained through databases of

generic models. One such database relates to the data ob-

tained through the Visible Human Project [1]. For the VR

systems that are geared towards patient speci®c procedures

(e.g., diagnosis, planning) the models are being build from

patient data. Accuracy of patient data is of immense impor-

tance. In pre-operative surgery planning and image guided

surgeries critical decisions are taken based on the available

models of patient anatomy.

3.2 Imaging Modalities

Patient data may come from several sources since dif-

ferent imaging modalities are suitable for different types

of organs [95]. Imaging modalities being used currently

are: Computer Tomography (CT), Spiral CT and Open CT,

Magnetic Resonance Imaging (MRI), tagged MRI, MRA

for arteries, MRV for veins, and Open MR, Positron Emis-

sion Tomography (PET), (which is very sensitive to active

tumor tissue but it does not measure its size), and Ultra-

sound (which can be used for imaging of heart, brain, ab-

dominal organs, and vascular imaging). A table summa-

rizing the state of the art imaging modalities can be found

at [32].

3.3 Fusion of Multi-modality Data

To incorporate multidimensional properties of human

organs, multi-modal images need to be registered and fused

together. This is of paramount importance in understanding

how different aspects of anatomy are related to each other

(e.g., blood vessels and bones).

3.4 Segmentation

Once patient data are available the aim is to extract as

much of useful information available within it. The general

concept of ®nding, extracting, and characterizing features

is called segmentation. A number of segmentation tech-

niques have been developed, usually classi®ed as structural

and statistical methods (a good overview of current seg-

mentationmethods is provided in [32]). Highly automated,

reliable and fast segmentation methods are very important

to the development of VR-based intra-operative surgery as-

sistance systems is highly automated, reliable and fast seg-

mentation methods.

3.5 Registration

Registration is the process of establishing a common ref-

erence frame between pre-surgical data and the correspond-

ing patient anatomy. Once a common reference frame

is established, pre-surgical data can be used to visualize

anatomical structures as an overlay to intra-operative data,

position radio-surgical equipment, guide a surgeon's tool

movements, and guide robotic tool movements. Consider-

able amount of research is done in registration [3]. Regis-

tration techniques can be categorized inmarker-based tech-

niques [94], techniques that use anatomical features [74] or

frameless techniques [56]. Fiducial-based registration is to

use features (e.g., crest lines or extremal points) that are in-

trinsic to the data itself [74, 41, 34, 36].

3.6 Modeling

Computer models of human organs for surgical simu-

lators are generally designed using two methods: recon-

struction from medical images (CT, MRI, PET), or hand

crafted with a modeling tool. A number of teams are fo-

cused on modeling the anatomy and visual presentation of

organs without commensurate physiological ®delity. How-

ever, geometric only modeling of anatomical structures is

not enough for medical simulation. A notable exception is

the work of Kaye andMetaxas on modeling the mechanical

cardiopulmonary interactions [53].

Tissue parameters settings are very critical in designing

realistic organs. Currently this is done in two ways a) in-

teractive adjustment by experts to satisfy the surgeon [4],

and b) explicitly measuring the parameters. Examples of

measuring the parameters are the work by Hunter, for bio-

mechanics testing and interferometry for the eye and me-

chanical testing for the knee cartilage [5]. To achieve re-

alism in surgical simulators inclusion of medical realism

is also important. Simulating the effects of drugs that are

being used during surgery and the patient's response de-

pending on the dosage increases the value of the simula-

tor. For example, HT Medical's PreOp Endovascular Sim-

ulator [87] integrates pharmaceuticals such as thrombolytic

agents. For cardiovascular and pulmonary function, blood



¯ow and air exchange in the heart and lungs must be vi-

sualized. For the musculoskeletal system, biomechanical

analysis capability should be included to show how the sys-

tem moves, what the internal forces are, and how they in-

teract. Simulation is also important in pre-operative plan-

ning where one wants to study the outcomes of interven-

tions, such as in neurosurgery, bone implants or reconstruc-

tive plastic surgery. Realistic physiological movement and

joint reaction forces in the musculoskeletal systems can be

determined by simulation on biomechanical models [20].

Moreover, safe and optimal rehabilitation programs, in or-

der to regain functional use of the limbs and joints, can be

designed using a model of the reconstructed region.

Deformable Models: To simulate the response of or-

gans to surgical actions, researchers endowed the geomet-

ric models with physical properties and applied the laws

of physics [27, 89]. With today's increasing computa-

tional power, the community is exploring developments in

physics-based deformable model techniques for modeling

soft tissue [54]. Most widely used deformable models are

mass-spring models, ®nite element models, and parametric

models with B-spline representation [25, 26]. Computing

the responses of the models to the surgical actions in real-

time still remains an interesting challenge [10, 77].

Visualization and Rendering: Organs can be visualized

as either surface or volumetric models. Surface models are

constructed using boundary vertices to form a polygonal

mesh. The drawback of surface models is that the interior

of the object is missing. Volumetric representation is pre-

ferred where an object gets mutilated to expose originally

unseen interior (e.g., by cutting or incision) [37]. Recent

advances in volume rendering [99] allow increased speed

and ¯exibility. Both representations can be combined to

provide real-time and realistic interactive surgery simula-

tion [59].

Texture Mapping: Visual realism is added to plain ge-

ometrical models by texture mapping. Surface texture

mapping can be achieved using synthetic textures or pho-

tographs of organs [65]. However, if generic texture maps

are used, then diseases which do not distort the anatomy

(many infections, very ¯at and super®cial cancers etc.) can

not be diagnosed. Once the problem of accurate, real-time

registration is solved, it will be possible for virtual organs

to not only be anatomically correct but have precisely ac-

curate coloration.

Apart from modeling human organs there is a need to pro-

videmodels for every instrument that surgeons use and give

to each one of these different characteristics to make it as

realistic as possible [18]. For example, for an eye surgery

simulator [84]we need tomodel the surgical knife, scissors,

forceps and the phaco emulsi®er.

3.7 Interaction

As in all VR systems, the various data are presented

to the user/surgeon through a number of displays, the user

navigates through the data and interacts with them. As a re-

sult of this interaction, the user receives feedback that could

be multi-modal (visual, force, tactile and auditory) depend-

ing on the task.

Collision Detection: Collision detection is a complex and

well known problem in computer graphics. However, when

the realtime constraint is added, the dif®culty is consider-

ably increased. With physicallybased models, most of the

external forces are contact forces and in surgery simulation,

the deformation is mainly driven by user interactions so an

ef®cient collisiondetection algorithm is necessary. Simula-

tors using triangularmesh models use computation of inter-

section points between two triangles for collisiondetection.

Algorithms using hierarchical bounding boxes are used to

speed-up the process [50]. The algorithm presented in [25]

considers a collision occurring between a simple rigid ob-

ject and a complex deformable body. (For a review of other

collision detection techniques required for force feedback

the reader is referred to [40]).

Position Tracking: Navigating through and interacting

with the data requires trackingof various parts of the human

body and instruments. In general, tracking can be accom-

plished through mechanical, optical, magnetic, and acous-

tic devices (for a thorough review of tracker technology the

reader is referred to [35, 83]). In addition, the user can give

commands using a speech interface [93].

3.8 Interface

To achieve maximum immersion in virtual environment

the usermust be providedwith all possible feedbacks which

s/he will be receiving in real life. Visual, haptic, tactile

and auditory feedbacks go long way in providing realism

to surgery simulators.

Visual Display: Visual feedback is the ®rst step to-

wards sense of presence in the virtual world. The dis-

play modalities that have been used in surgery-related VR-

based systems depend on the task at hand. The most com-

mon approach is to use stereoscopic monitors, special-

ized workbenches (e.g., [49, 88]), and head-mounted dis-

plays (HMDs) to convey 3D information. For the ®rst two

modalities the user's sense of immersion is less strong as

compared with HMDs but higher resolutions can be af-

forded. The issue of resolution is of paramount importance

since one of the main objectives is to visually represent the

data in an accurate and realistic manner. Despite the recent

strides in HMD technology, the resolution is low and they

require tracking. Concerning the specialized workbenches,

an immersive surgical table has been presented recently [8].

Force Feedback: To increase the sense of immersion,

force feedback mechanisms are included that output forces



to the user as a result of the force that the user applies to

a speci®c location at the dataset (for a thorough review

of force and touch feedback in VR the reader is referred

to [14]). Surgeons depend on the haptic sensation during

both diagnosis and performing surgery. Force feedback

systems output forces from the system based on the forces

applied to the system. Thus the user feels forces from vir-

tual objects as a response to the forces s/he applies. For

example, in the eye surgery simulator [81], the user inter-

acts with data through a virtual surgical instrument con-

trolled by a hand-held 6 DOF tracked stylus. In the VR-

systems that we reviewed, force feedback is achieved either

through general force-feedback mechanisms, or through

customized designs. The general mechanisms include the

PHANTOM [92], the Rutger's Force Feedback Glove [39]

which is an integrated force sensing exoskeleton, and the

CyberGlove [85]. The specialized mechanisms include the

Laparoscopic Impulse Engine, the VirtualLaparoscopic In-

terface, the pantoscope [6] and HIT Force Feedback De-

vice. The Laparoscopic Impulse Engine [24] has 5 degrees

of freedom for motion and tracking. The bene®t is that

the surgeon is manipulating instruments as if s/he was per-

forming a real procedure. Going a step further, the Virtual

Laparoscopic Interface [24] allows two hand manipulation

each with 5 degrees of freedom. In addition, Bertec Corpo-

ration has developed haptic interfaces suitable for catheter-

ization which tracks axial and rotational displacement of

wire, catheter and sheath to measure pinch force and shear

slip force.

Tactile Feedback: The purpose of tactile feedback is to

convey a sense of the feel of an organ's shape, texture,

and response to pressure to the surgeon. Tactile sensa-

tion can be generated using a number of different meth-

ods. For example, micro pins give an impression of com-

plex surface textures and edges by reproducing pressure

distribution across tissue contact on ®nger tip. Based on

this approach a variety of small tactile sensors intended to

be mounted on a laparoscopic manipulator have been de-

signed [78, 47]. Piezo-electric and electro-tactile devices

vibrators vibrate a surface against a ®nger tip at various fre-

quencies. Finally, pneumatic systems convey shape, tex-

ture and edges, by dynamically ®lling pockets in the glove

with air.

Auditory Feedback: Sound adds one more dimension to

surgeons perception. For example, it can convey posi-

tion information and provide feedback on whether a path

is being accurately followed. Sound is currently used more

for instructions to trainee and to indicate some mistake on

part of surgeon. For example, a Bronchoscopy simulator

generates coughing sound as the bronchoscope touches the

bronchial wall [12].

System Integration: Integration of various models and

model-components is a challenging task and requires col-

laborationof large interdisciplinaryteam. Integrationof the

model should be facilitated by image databases, anatomi-

cal modeling software, knowledge of tissue material prop-

erties, computationally ef®cient methods for tissue defor-

mation, bleeding, cutting and tearing.

4 Challenges and Future Work

This review reveals that further research is needed in

the all the components of the systems: modeling, simu-

lation, visualization, display, interaction and feedback. In

particular in modeling, there is need for better methods for

registering multi-modal data and automating the segmen-

tation of the patient speci®c data. fMRI, elastography and

open CT [69] will be the new modalities that will offer ad-

ditional information. In simulation, better models for the

behavior and the characteristics of the tissues are needed

along with progress in computing realistic deformation in

real time. Also, there is a need for modeling the physiolog-

ical response and modeling blood and ¯uid ¯ow. In visual-

ization, current limitations on rendering speed poses limi-

tations on the size and therefore the ®delity of anatomical

models. In display technology, displays with higher reso-

lution and better tuned to human perception will help the

process. Further developments are needed in the areas of

interaction devices along with (remote) force, tactile, audi-

tory and olfactory feedback [55]. For example, the ability

to feel tissue will be a valuable tool for procedures that re-

quire palpation, such as artery localization and tumor de-

tection. Furthermore, smells are extremely important be-

cause not only do they help distinguish speci®c substances,

but also they give a sense of reality to a situation. The ab-

sence of olfaction is a serious limitation of current training

and telepresence systems. Possible effects from long term

use of these systems need to be studied further along with

what type of design metaphors will enhance the surgeon's

performance in VR. Finally, the sociological implications

of the new technologies (e.g., how is this technology going

to be perceived by the doctors and how from the public?)

need to be studied methodically.
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