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Abstract

In this paper we present algorithms for identifying interest-
ing subsets of a given database of records. In many real life
applications, it is important to automatically discover sub-
sets of records which are interesting with respect to a given
measure. For example, in the customer support database,
it is important to identify subsets of tickets having service
time which is too large (or too small) when compared with
the service time of the rest of the tickets. We use Student’s
t-test to check whether the measure values for a subset
and its complement differ significantly. We first discuss
the brute-force approach and then present heuristic-based
state-space search algorithm to discover interesting subsets
of the given database. To use the proposed heuristic-based
approach on large data sets, we then present a sampling-
based algorithm that uses sampling together with the pro-
posed heuristics to efficiently identify interesting sets in
large data sets.

We discuss an application of these techniques to customer
support data, to discover subsets of tickets that have signif-
icantly worse (or better) service times than the rest of the
tickets.

1 Introduction
In this paper, we consider the problem of findinginteresting
subsetsof a given relational table of records. First, there is
a need to formalize a domain-independent notion of inter-
estingness of a given subset of records. In many real-life
applications, the given table includes one or more numeric
attributes each of which is a quantitative measure for the
record. Examples:

1. In a customer-support database of tickets of problems
and their resolutions, the service time needed to re-
solve each ticket.

2. In a database of customer (or employee) satisfaction
survey responses, the satisfaction index for each cus-
tomer (or employee).
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3. In a database of sales orders, the value, quantity and
the time taken to fulfil each order.

In each of these applications, it is important to automati-
cally discover subsets of records which are interesting with
respect to a given measure. For example, in the customer
support database, it is important to identify subsets of tick-
ets having service time which is too large (or too small)
when compared with the service time of the rest of the tick-
ets. Such subsets of tickets provide insights for improving
the business processes involved in resolving tickets: iden-
tify bottlenecks, identify areas for improvement, increase
per-person productivity, etc.

Unlike anomaly detection, the focus is on finding in-
terestingsubsets, rather than individual interesting records.
Two central questions arise: (i) how to construct subsets of
the given records; and (ii) how to decide whether a given
subset of records is interesting or not. We present algo-
rithms to automate both these steps. Finding interesting
subsets of records in a given table is often an important part
of exploratory data analysis in practice. The user typically
uses SQL-likeSELECTcommand to form a subset of the
given records and then checks whether or not this subset is
interesting. SQL-likeSELECTcommands provide an intu-
itive way for the end-user to characterize and understand a
subset of records. Further, the user can interactively refine
the definition of the subset by adding or removing condi-
tions in theWHEREclause. Our algorithms systematically
explore subsets of records of a given table by increasingly
refining the condition part of theSELECTcommand.

The problem of identifying interesting subsets is quite
different from the usual top-k heavy hitters analysis. In
the latter approach, the records are sorted with respect to
the chosen measure and thenk records at the top (or at the
bottom) are returned. Thuseachrecord in the top-k sub-
set has an unusual (high or low) value for the measure. In
contrast, we wish to identifycommon characteristicsof the
records in the interesting subsets (rather than the individual
interesting records) and then use these patterns for purposes
such as designing improvements. Sinceeveryrecord iden-
tified by the top-k approach has an unusual measure value,
in general, it is difficult to see if there is any discernible
pattern among these records.



We propose the following approach. Assume that a sub-
setA of the databaseD is given. LetA = D − A de-
note the complement of the subsetA in D i.e., A consists
of all records inD which are not inA. Let Φ(A) denote
the (multi)set of the measure values for the records in the
subsetA. In the customer support example,Φ(A) is the
(multi)set of the values of service times of all tickets in
A. We sayA is an interesting subsetof D if the statis-
tical characteristics of the subsetΦ(A) are very different
from the statistical characteristics of the subsetΦ(A). In
the customer support example, a given subsetA of tickets
would be interesting if the service times of tickets inA are
in general very different from the service times of the rest
of the tickets inA.

More formally, A is an interesting subsetof D if the
probability distribution of the values in the subsetΦ(A) is
very different from the probability distribution of the val-
ues in the subsetΦ(A). Essentially, we consider the sub-
setsA andA (and hence correspondingly, the subsetsΦ(A)
andΦ(A) of their measure values) as two samples and use
statistical hypothesis testing techniques to decide whether
or not the observed differences between them are statisti-
cally significant. Many statistical tests are available to test
whether or not the two probability distributions (one for
Φ(A) and the other forΦ(A)) are significantly different.
We choose the Student’st-test for this purpose, although
other tests (e.g., Kolmogorov-Smirnov test) could be used
instead. Note that we compare theoverall statistical char-
acteristics of the values in subsetsΦ(A) andΦ(A). Thus
we focus on interesting subsets of tickets, rather than on
individual interesting tickets themselves.

The brute-force approach to identify interesting subsets
is now clear. Systematically generate subsetsA of D and
use thet-test to check whether or not the subsetsΦ(A) and
Φ(A) of their measure values are statistically different. If
yes, reportA as interesting. Clearly, this approach is not
scalable for large datasets, since a subset ofN elements has
2N subsets. We propose a two-pronged strategy to limit the
exploration of the state-space of all possible subsets of the
given databaseD.

1. We impose a restriction that the discovered interesting
subsets need to be described succinctly for the end-
user. Hence, instead of considering all subsets ofD,
we consider only those subsets that can be described
using SQL-like expressions of the form
SELECT * FROMD WHEREA1 = v1 AND
A2 = v2 AND ... AND Ak = vk

where attributesAi are all different andvi denotes a
possible value for attributeAi. Restriction to subsets
of records that have a single value for some attributes
is not a severe restriction. We adopt it here to simplify
the presentation.

2. We impose additional restrictions (described later)
to eliminate certain subsets from consideration; e.g.,
eliminate subsets that are “too small”.

In this paper, we describe a heuristic-based pruning al-
gorithm that examines the state-space of the subsets of the
given databaseD and discovers and reports all interesting
subsets. Each state is a subset of the given set of records
and is characterized by aSELECTcommand. Children of
a stateS are formed by refining the condition used to form
S. The crux of the algorithm is in the heuristics used to
prune the state-space.

To apply the proposed algorithms on large data sets the
heuristic-based approach might also require an unaccept-
ably large execution time. To improve the efficiency of
the proposed heuristic-based approach, we then propose a
sampling-based algorithm, where we run the proposed al-
gorithm on randomly picked samples of the data set and
process the results of the algorithm to infer the properties
of the entire data set.

To make the discussion more concrete and to provide
an illustration of how the results of this algorithm can be
used in practice, we focus in the rest of the paper on a
database of customer support tickets. Each ticket has at-
tributes like timestamp-begin, timestamp-end, priority, lo-
cation, resource, problem, solution, solution-provider, etc.
and service-time. We focus on the problem of discover-
ing interesting subsets of tickets that have very high (or
low) service times, as compared with the rest of the tickets.
However, we emphasize that the techniques of discovering
interesting subsets are perfectly general and can be applied
to any database where a quantitative measure is available
for each record.

The rest of the paper is organized as follows. Section
2 describes the algorithm to discover interesting subsets.
Section 3 presents experimental results. Section 4 contains
related work and section 5 contains conclusions and further
work.

2 Interesting Subset Discovery (ISD)

We first explain the process of building subsets of records
to check forinterestingness. We then describe a brute-force
algorithm to systematically explore all possible subsets of
records and identify the interesting ones. Since the search
space of subsets could be very large, we then present dif-
ferent pruning heuristics to reduce the number of subsets
examined.

2.1 Building subsets

Each record is associated with a finite set ofn attributes
A = {A1 , . . . ,An}; e.g., attributes of customer support
records may be{PR,CT, AC, AI} representing priority,
category, affected city and affected item. LetDi denote
the domain of possible values for attributeAi. We assume
eachDi to be a finite set of discrete values; e.g.,DPR =
{L,M,H}.

A descriptor tuplehas the form(Ai, vi) whereAi ∈ A
is an attribute andvi ∈ Di is a value for it. Adescriptor
is a set of descriptor tuples which contains at most 1
descriptor tuple for any particular attribute. A descriptor



Figure 1: The state space of record attributes

corresponds to a subset of records selected using the
correspondingSELECT statement; e.g. the descriptor
{(PR, L),(AC, ‘New York’)} corresponds to the subset of
records selected using
SELECT * FROM D WHERE PR = L AND AC =
‘New York’
Let Ψ(θ) denote the subset of records corresponding to the
descriptorθ. Then the subset relation imposes a natural
partial order on the collection of all descriptors, and
equivalently, on the subsets corresponding to descriptors.
Thus, θ1 ⊆ θ2 ⇒ Ψ(θ2) ⊆ Ψ(θ1). That is, refining a
descriptor leads to refinement of the corresponding subset.

The number of attributes in a descriptor is called its
level; e.g., level of the descriptor{(PR,L),(AC= ‘New York’
)} is 2. We build the subset of records based on the at-
tributes and the attribute values in a hierarchical manner.
With increasinglevel in the hierarchy, a larger number of
attributes are considered in the subset construction. At the
first level, we build subsets based on the value(s) of a sin-
gle attribute. In the next level, we refine the subsets built in
the previous level by building subsets based on the value(s)
of two attributes. The subset thus built is smaller than the
original subset. We perform this grouping up to a prede-
fined number of levels or until the subset sizes become too
small to be significant.

The subsets built at level 1 are those that correspond to
the descriptors{(Ai = u)} for each attributeAi ∈ A and
for each valueu ∈ Di. The subsets built at level 2 are those
that correspond to the descriptors{(Ai = u), (Aj , v)} for
each pair of distinct attributesAi, Aj ∈ A, for each value
u ∈ Di and for each valuev ∈ Dj . Figure 1 shows the
subset state space up to level = 3 and built over 3 attributes
PR, CT , andAC whereDPR = {L,M}, DCT = {a, b},
andDAC = {x}.

2.2 interestingness of subsets

We define a subsetA of records asinterestingif the cor-
responding subsetΦ(A) of measure values is significantly
different from the subsetΦ(A) whereA = D − A is the
subset of all remaining records in the databaseD. We use
the Student’st-test to check whether the two subsetsΦ(A)
and Φ(A) differ significantly in terms of their statistical
characteristics.

The Student’st-test makes anull hypothesisthat the
means of the two sets do not differ significantly from each-
other. LetX andY be the two sets of numbers (Φ(A) and
Φ(A) in our case). Letn1 andn2 denote the sizes of setsX
andY , X̄ andȲ denote the means of the values inX and
Y , andSX , SY denote the unbiased estimators of the stan-
dard deviations of the values inX andY . The t-statistic
for two unpaired setsX andY assumes unequal sizes and
unequal variances and tests whether the means of the two
sets arestatisticallydifferent and is computed as follows:

t = (X̄ − Ȳ )/
√

(S2
x/n1 + S2

y/n2)

The denominator is a measure of the variability of the data
and is called thestandard error of difference. Another
quantity called thep-value is also calculated. Thep-value
is the probability of obtaining thet-statistic more extreme
than the observed test statistic under null hypothesis. If the
calculatedp-value is less than a threshold chosen for sta-
tistical significance (usually 0.05), then the null hypothesis
is rejected; otherwise the null hypothesis is accepted. Re-
jection of null hypothesis means that the means of two sets
do differ significantly. Student’s t-test is a robust test and
works effectively even if the normality assumption of the
data is violated.

The computedt-value is positive if the mean of the first
subset is larger than that of the second subset and nega-
tive if smaller. We use this property to identify subsets
of records whose measure values are significantly smaller
(or greater) than the rest of records. For customer support
records data,Service Timeis a natural performance metric.
Hence subsets of records with positivet-values have ser-
vice times significantly greater than the rest of the records
and are thus performing worse. The subsets of records with
negativet-values have service times significantly smaller
than the rest of the records and are thus performing better
than the rest of the records.

2.3 Heuristic-based ISD algorithm

In the brute force algorithm, the search space for identify-
ing interesting attribute combinations would be very large.
This search space becomes formidable for application of
the algorithm on large data sets and results in very large
execution time. In this section, we present various heuris-
tics to prune the search space without affecting the effec-
tiveness of the algorithm. We later show through simula-
tion results that the proposed heuristics significantly prune
down the search space and yet maintain high coverage and
accuracy in identifying interesting subsets.

• The size heuristic: Thet-test results on the subsets
with very small size can be noisy leading to incorrect
inference of interesting subsets. Small subset sizes
are not able to capture the properties of the record at-
tributes represented by the subset. Thus by the size
heuristic we apply a thresholdMs and do not explore
the subsets with size less thanMs .



• The goodness heuristic: While identifying interest-
ing subsets of records that have performance values
greater than the rest of the records the subsets with the
performance values lesser than the rest of the records
can be pruned. As we are using the case of identify-
ing the records that perform significantly worse than
the rest of the records in terms of theservice time, we
refer to this heuristic as the goodness heuristic. By the
goodness heuristic, if a subset of records show signif-
icantly better performance than the rest of the records
then we prune the subset. We define a thresholdMg

for the goodness measure. Thus, in the case of the
customer support tickets database withservice timeas
the performance measure, a subset is pruned if thet-
testresult of the subset has at-value< 0 and ap-value
< Mg.

• The p-prediction heuristic: A levelk subset is built
from two subsets of levelk − 1 which share a com-
mon k − 2 level subset and the same domain values
for each of thek − 2 attributes. The p-prediction
heuristic prevents combination of two subsets that are
statistically very different, where the statistical differ-
ence is measured by thep-valueof the t-test. We ob-
served that if the two levelk − 1 subsets are statisti-
cally different mutually, then the corresponding level
k subset built from the two sets is likely to be less
different from the rest of the data. Consider two level
k − 1 subsetsS1 andS2 of the databaseD . LetΦ(Si)
represent the performance measure values of the set
Si. Let thep-values of thet-test ran on performance
data of these subsets and that of the rest of data are
p1 andp2 respectively. Letp12 be the mutual p-value
of the t-test ran on the performance dataΦ(S1 ) and
Φ(S2 ). Let S3 be the levelk subset built over the
subsetsS1 andS2 andp3 be the p-value of thet-test
ran on the performance dataΦ(S3 ) andΦ(S3 ), where
S3 = D − S3. Then the p-prediction heuristic states
that if (p12 < Mp) thenp3 > min(p1, p2), whereMp

is the threshold defined for the p-prediction heuristic.
We hence do not explore the setS3 if p12 < Mp. We
verified this property by experimental analysis. We
defined accuracy of the p-prediction heuristic as the
ratio of the number of subset pairs with mutual p-value
less thanMp that hold the p-prediction heuristic prop-
erty over the total number of subset pairs with mutual
p-value less thanMp . We present the experimental
evaluation of the accuracy of the p-prediction heuris-
tic in Figure 2. Figure 2 plots the accuracy of the p-
prediction heuristic for experiments ran for different
levels of attribute sets. Figure 2 shows very high val-
ues (95%) of the p-prediction accuracy for all levels.

Based on the above explained heuristics, we present
Algorithm ISD H for discovery of interesting subsets
in an efficient manner. As explained in Figure 1 and
Section 2.1, we build a levelk subset from the sub-
sets at levelk-1. A level k subset is associated with a
k-tuple descriptor that represents thek attribute-value

Figure 2: Accuracy of the p-value prediction

pairs used for selection of the records to build the
subset. The algorithm searches for appropriate level
k − 1 descriptors that can be combined to build a level
k descriptor. A levelk-1 descriptor can be combined
to another levelk-1descriptor that has exactly one dif-
ferent attribute-value pair. For instance, consider a
level 2 descriptor with 2 attribute-value pairs:{PR=L,
CT=A}. This subset can be combined with a subset
defined by the attribute value pairs:{PR=L, AC=X}.
The combination of the two descriptors gives a level 3
descriptor defined by 3 attribute-value pairs:{PR=L,
CT=A, AC=X}.
Before combining two subsets, the algorithm applies
the p-prediction heuristic and skips the combination
of the subsets if the mutualp-value of the two sub-
sets is less than the thresholdMp . The subsets that
pass the p-prediction heuristic test are processed fur-
ther to identify records with the attribute-value pairs
represented by the subset descriptor. The interesting-
ness of this subset of records is computed by applying
the t-test. Similar to Algorithm ISDBF, the interest-
ing subset descriptors are identified in the result subset
R+ andR−.

The algorithm then applies the size and goodness
heuristic on the levelk subset descriptors to decide if
the subset descriptor should be used for building sub-
set descriptors in subsequent levels. The worst case
computational complexity of the algorithm is expo-
nential but the heuristics effectively reduce the aver-
age computational time.

2.4 Heuristic-based ISD algorithm using sampling

Algorithm ISD H reduces the search space as compared
to the brute force based algorithm ISDBF. But for very
large data set (in the order of millions of records) the search
space for algorithm ISDH can also be large leading to un-
acceptable execution time. In this section we propose al-
gorithm ISDHS that identifies interesting subsets by per-
forming sampling of the data set and using the heuristics
proposed in the previous section on the samples.

The algorithm ISDHS is based on the following obser-
vations:

• A large number of interesting sets discovered in a data
set might not be very useful for the user. An exam-



Algorithm 1 : Algorithm ISD H
input : A = Set of record attributes, D = Domain of the values of

record attributes, T = Set of records, C = Significance
level, L = Max. level (number of attributes in a
descriptor)

output : I = Set of positive and negative interesting record
properties

n = |A|;1

R+ = R− = ∅;2
S0 = φ3
for l = 1 to L do4

foreachsubsetSi ∈ Sl−1 do5
foreachsubsetSj ∈ {Sl−1 - Si} do6

if combinationValidity(Si, Sj ) == FALSE then7
continue;8

end9
if MutualPValue(Si, Sj ) < Mp then10

continue;11
end12
θ = Combine(Si, Sj );13
θ consists ofl attribute-value pairs14
A1 = a1 ,A2 = a2 , . . . ,Al = al ;
T1 = SELECT * FROM T WHERE15
A1 = d1 ,A2 = d2 , . . . ,Alevel = dlevel ;
T1 = T - T1 ;16
Obtain thep value andt value by runningt test17
on the subsetsΦ(T1 ) andΦ(T2 );
if p value < (C ) then18

if t value > 0 then19
R+ = R+ ∪ θ;20

end21
else22

R− = R− ∪ θ;23
end24

end25
if |T1| < Ms then26

Prune the subset descriptorθ; continue;27
end28
if (t value < 0) and (p value < Mg) then29

Prune the subset descriptorθ; continue;30
end31
Add θ to Sl;32

end33
end34

end35

Sort the result setsR+ andR− based on thep value;36

ple application of the interesting subset discovery is
on the data set consisting of customer support tickets
served for an enterprise system. In this domain the
interesting subset discovery algorithm can be used to
identify records with very large service times as com-
pared to the rest of the records. In this example a large
number of discovered interesting sets will not be very
useful. The enterprise manager would be more inter-
ested in a small set of interesting subsets that can give
major insight into the functioning and improvement of
the system.

• Out of all the interesting subsets the subsets that have
maximum impact on the overall system performance
are of more importance. The properties of such sub-
sets provide insights for system improvement that can
provide maximum impact. Continuing the example
of customer support tickets for an enterprise system,
identification of properties that represent large number
of records with poor performance are more interesting
for the manager. On identification of these properties,
the manager can focus on the inferred properties and
improve appropriate subsystems resulting in signifi-
cant system improvement.

Using the above observations we propose the algorithm
ISD HS. We propose of take samples of original data set of
records and execute the algorithm ISDH on these samples.
The interesting subsets computed by running the ISDH al-
gorithm on these samples are combined. Note that the inter-
estingness is computed with respect to the sample and not
the original data set. The subsets thus obtained are ranked
based on the number of occurrences of an interesting subset
in the results of different samples. The larger the number
of occurrences higher is the rank of the subset. If the num-
ber of occurrences of a subset is less than some predefined
threshold, then that subset is removed from the result.

The rational behind this approach is based on the above
explained observations. In case of very large data sets the
ISD H algorithm can have large execution time. In such
data sets running the ISDH algorithm on smaller samples
randomly chosen from the data set is much faster. As a
randomly chosen sample might not be able to capture all
the prominent interesting properties of the data set, we run
the ISDH algorithm on multiple samples of the data set.
In order to identify important subsets out of all the discov-
ered interesting subsets we rank the subsets based on the
number of occurrences in results of different samples. If
the original data set has a large interesting subset then the
records of this subset are very likely to be present in the ran-
domly chosen samples. With the presence of larger num-
ber of such records, the algorithm is very likely to identify
the interesting subset even in the randomly picked sample.
A subset that is more prominent in the original data set is
more likely to be discovered in larger number of samples.
Algorithm ISD HS thus decreases the number of discov-
ered interesting sets by limiting the results only to the fre-
quently occurring interesting subsets in the random chosen
samples.



The pseudocode for the algorithm ISDHS presents
the steps involved. Algorithm ISDH is run on ran-
domly chosen samples of the data set. For a sam-
ple i, the computed interesting subsets with interest-
ingly good and bad performance measures are stored in
Positive ISDi and Negative ISDi respectively. The
union of the subsets computed from all samples are stored
in Positive ISD and Negative ISD. The subsets are
ranked based on their number of occurrences in results of
different samples. Subsets with occurrences less than the
MAJORITY COUNT are pruned.

Algorithm 2 : Algorithm ISD HS
input : A = Set of record attributes, D = Domain of the values of

record attributes, T = Set of records, C = Significance
level, L = Max. level (number of attributes in a
descriptor), RUNCOUNT, SAMPLESIZE,
MAJORITY COUNT

output : I = Set of positive and negative interesting record
properties

for i=1 to RUN COUNTdo1
Ti = randomly picked sample of size SAMPLESIZE from the2
set of records T;
Run Algorithm ISDH onTi to obtain the interesting sets3
Positive ISDi andNegative ISDi;

end4
PositiveISD = Positive ISD1 ∪ Positive ISD2 ∪ . . . ∪5
Positive ISDRUN COUNT ;
NegativeISD = Negative ISD1 ∪ Negative ISD2 ∪ . . . ∪6
Negative ISDRUN COUNT ;
For each set in PositiveISD compute the number of occurrences of7
the set inPositive ISD1, Positive ISD2, . . .,
Positive ISDRUN COUNT ;
For each set in NegativeISD compute the number of occurrences8
of the set inNegative ISD1, Negative ISD2, . . .,
Negative ISDRUN COUNT ;
PositiveISD = Sets in PositiveISD with number of occurrences9
greater than the MAJORITYCOUNT;
NegativeISD = Sets in NegativeISD with number of occurrences10
greater than the MAJORITYCOUNT;
return PositiveISD and NegativeISD;11

3 Experimental evaluation

In this section we present the experimental evaluation of
the proposed algorithms.

3.1 Experimental setup

We executed the proposed algorithm on a data set consist-
ing of service request records for the IT division of a ma-
jor financial institution. Each record in the database con-
sisted of a set of attributes representing various properties
associated with the record. The database contained 6000
records. Each record had seven attributes namelyPR, AC,
ABU, AI, CS, CT, CDwith the domain sizes of 4, 23, 29,
48, 4, 9, and 7 respectively. We used these attributes for
classification of records into different subsets. Each record
also containedservice timeas a performance metric which
we used to measure the interestingness of the subsets of
records. We applied the proposed algorithm on this data
set to find interesting subsets. For the given performance

metric we classified interesting subsets into the subsets per-
forming significantly better or worse in terms of theservice
time.

We successfully identified the subsets of records with
significantly large service time. We ran the algorithms from
level 1 to 5. Level 1 results contain large subsets defined
by a single attribute-value pair. These results provide the
most high impact properties of the customer support tick-
ets. We were able to identify the tickets of a specific day
of the week, or tickets from a specific city to have signifi-
cantly high service times than the rest of the tickets. With
higher level results we were able to perform finer analysis
of the properties of tickets that have significantly high ser-
vice times. Such analysis gives interesting insights into the
system behavior to identify performance bottlenecks. The
algorithm also provides insights into the system improve-
ments that can have highest impact on the improvement of
the overall service time of the system.

We compare the ISDH algorithm with the brute force
algorithm ISDBF. Because of its high execution time, we
were not able to run the ISDBF algorithm on large data
sets and higher levels of attribute combinations. We hence
compared the correctness of ISDH algorithm on large data
sets and higher levels with the ISDR algorithm. In algo-
rithm ISD R, for a level l, we randomly pickN subsets
where each subset consists ofl attribute-value pairs such
that every attribute is different in the subset. For theseN
subsets, we compute the interestingness of each subset. We
run this algorithm multiple times and then evaluate the re-
sults obtained by the ISDH algorithm for levell to contain
the interesting subsets inferred by the ISDR algorithm.

We first present the evaluation of the ISDH algorithm.
We compare the set space explored by ISDH algorithm
with ISD BF algorithm to show that ISDH algorithm ex-
plored significantly smaller set space. We then compare
the coverage and accuracy of the ISDH algorithm with the
ISD R algorithm to show that the correctness of ISDH al-
gorithm is not affected by the set space pruning performed
by the algorithm. We then show the effect of varying the
thresholds of the three heuristics of the ISDH algorithm on
the coverage, accuracy, and amount of pruning done by the
ISD H algorithm. We then evaluate the ISDHS algorithm.
We compare the results of ISDHS algorithm with ISDH
algorithm to show the similarity in the results of ISDH al-
gorithm and the ISDHS algorithm.

3.2 State space size

We compared the reduction in the state space obtained by
the ISDH algorithm as compared to the entire state space
searched by algorithm ISDBF. We ran the two algorithms
over the given data set and measured the number of subsets
considered by the two algorithms for the test of interest-
ingness. We ran the ISDH algorithm setting the heuris-
tic thresholds asMp = .01, Ms =5, Mg = .01. We ran
the brute force algorithm up to level 4. We mathemati-
cally computed the state space size of the brute force al-
gorithm for the higher levels. We were not able to run the



brute force algorithm for higher levels because of its com-
putational complexity and long execution time. Figure 3a
shows the state space size considered by the two algorithms
for the test of interestingness for different levels. This set
size is proportional to the execution time of the two algo-
rithms. Figure 3a shows that the state space searched by
the ISDH algorithm is significantly smaller than the state
space searched by the brute force algorithm. Furthermore,
the state space increases linearly for the ISDH algorithm
with the increase in the level unlike the exponential growth
of state space in the ISDBF algorithm.

3.3 Correctness of the ISDH algorithm

As we were not able to run the brute force algorithm over
the entire state space, we evaluated the correctness of the
ISD H algorithm by comparing the ISDH algorithm with
the ISDR algorithm. For a leveli, we ran ISDR algo-
rithm 10 times and then evaluated the results obtained by
the ISDH algorithm for leveli to contain the interesting
subsets discovered by the ISDR algorithm.

As the ISDH algorithm prunes the state space based on
different heuristics, the algorithm stops the search at a cer-
tain node in a search tree branch if the node is not found
to be interesting enough for analysis. For instance, while
exploring a particular branch of the state space, the algo-
rithm may stop at a leveli subset descriptorθi defined by
the i-tuple (A1 = v1, A2 = v2, . . . , Ai = vi) because of
the size heuristic. Thus for the subset of recordsΨ(θi) cor-
responding to the descriptorθi, |Ψ(θi)| < Ms. However,
on the same branch of the search space the random algo-
rithm might identify aj-tupleθj , wherej > i, to be inter-
esting. Thisj-tupleθj might not be searched by the ISDH
algorithm because of the above explained pruning. Thus in
the above example, the ISDH algorithm coversΨ(θj) in
Ψ(θi). We define a metricCoverageto measure this prop-
erty of the ISDH algorithm for a levell as follows:

Coverage = Number of levell ISD R set descriptors covered
by ISD H set descriptors / Total number of levell ISD R set
descriptors

It is also important to measure the accuracy of the cov-
erage. In the above case if the subsetΨ(θj) is very small
while subsetΨ(θi) coversΨ(θj) but builds a very large
subset, then the subsetΨ(θi) does not cover subsetΨ(θj)
with enough accuracy. Note however that the ISDH al-
gorithm stops at a higher leveli in the search space at the
subset descriptorθi only if the records identified by the sub-
setΨ(θi) are interesting. Thus the extra records present in
Ψ(θi) are also interesting. In order to compare how close
are the results of the ISDH algorithm to the ISDR algo-
rithm, we define the accuracy metric. IfΨ(θj) is the subset
of records computed by the ISDR algorithm as interesting
andΨ(θi) is the subset of records computed by the ISDH
algorithm that covers the records inΨ(θj), then theAccu-
racyof coverage ofθj can be computed as:

Accuracyθj
= 1− (|Ψ(θi)| − |Ψ(θj)|)/|D|

,where|D| is the total number of records in the database.
The numerator gives a measure of the number of extra
records present in the subsetΨ(θi) and the division by the
total number of records gives a measure of how significant
is this difference in the given space of records. Accuracy of
algorithm ISDH for a levell is thus computed as follows:

Accuracy = (
∑

Accuracy of each levell ISD R set descriptor
θj that is covered by ISDH) / Total number of levell ISD R
set descriptors covered by ISDH

Figure 3b presents the coverage and accuracy of the
ISD H algorithm by comparing it with the random algo-
rithm. Each point plotted in Figure 3b is the average of the
comparison of the ISDH algorithm with 10 different runs
of the random algorithm for a particular level. Figure 3b
shows that the state space pruning shown in Figure 3a does
not affect the accuracy of the results. The ISDH algorithm
achieves 100% coverage with 80% to 90% accuracy.

3.4 Effect of heuristics

In this section we analyze the effect of the three heuristics,
the p-prediction, size, and goodness heuristics, on the ef-
fectiveness and the efficiency of the ISDH algorithm. We
ran the ISDH algorithm with different threshold values for
the three heuristics and measured the effect of the heuris-
tics on the coverage, accuracy, and pruning. We ran the
experiments by setting the threshold of two heuristics to
fixed values and varying the threshold of the third heuris-
tic. We ran the ISDH algorithm in this fashion for 7 levels
and compared the result with the results of the ISDR algo-
rithm. Each point plotted in the graphs is an average of the
comparison of the ISDH algorithm with 10 different runs
of the ISDR algorithm.

We first present the effect of the size heuristic on the
ISD H algorithm.Ms is the threshold that defines the min-
imum size of the subset to be considered for interesting-
ness. Set sizes below this threshold are pruned and are
not explored further by the algorithm. We ran ISDH algo-
rithms withMp = 0.01,Mg = 0.01, and varying the value
of Ms to 5, 10, and 20. Figures 4a, 4b, and 4c present
the total number of subsets explored, coverage, and accu-
racy respectively when running the ISDH algorithm for
different values ofMs. With the increase inMs more sub-
sets get pruned. We can see that the coverage stays high
for all values ofMs. It can also be seen that with the in-
crease inMs the coverage stays the same but the accuracy
decreases. This behavior can be explained from the obser-
vation that with the increase inMs more subsets get pruned
at a higher level preventing the ISDH algorithm from iden-
tifying a subset to a finer level. The algorithm still covers
all the interesting subsets maintaining a high coverage but
results in a decrease in accuracy with higher values ofMs.

We then present the effect of the p-prediction heuristic
on the ISDH algorithm. The p-prediction heuristic pre-
vents combination of two subsets if the two subsets are sta-
tistically very different, where the statistical difference is
measured by thep-valueof the t-test. Mutual p-valuebe-
low the thresholdMp is considered statistically different



Figure 3: (a) Comparison of attribute state space size searched by the ISDBF and the ISDH algorithms. (b) Coverage
and accuracy of the ISDH algorithm.

Figure 4: Effect of changingMs, Mp, andMg on total state space pruning, coverage, and accuracy



Figure 5: (a) % of algorithm ISDHS results that match with algorithm ISDH, (b) % of algorithm ISDH results covered
by algorithm ISDHS.

and hence the subsets with mutual p-value less thanMp

are not combined by the p-prediction heuristic. We present
the results of running the ISDH algorithm by varying the
value ofMp to 0.01, 0.05, and 0.1 and settingMs = 5, Mg

=0.01 . Figures 4d, 4e, and 4f present the total number
of subsets explored, coverage, and accuracy of the ISDH
algorithm respectively when running the ISDH algorithm
with different values ofMp. As shown in Figure 4d smaller
values ofMp drop less subset combinations thus allowing
more subsets to pass through. This in turn affects the accu-
racy of the algorithm. Smaller values ofMp are likely to
provide less accuracy. ISDH algorithm provides high cov-
erage and accuracy for all values ofMp. Coverage stays
the same for different values ofMp and accuracy tends to
increase with higher values ofMp.

We then analyze the effect of varying the goodness
heuristic. We executed the ISDH algorithm with Ms =
5, Mp = 0.01 and varyMg to 0.01, 0.05, and 0.1. The
goodness heuristic drops the subsets that are significantly
better than the rest by dropping the subsets with a posi-
tive value oft and ap-valueless thanMg. Figures 4g, 4h,
and 4i present the total number of subsets explored, cov-
erage, and accuracy of the ISDH algorithm respectively
when running the ISDH algorithm with different values of
Mg. Smaller value ofMg drops less subsets and thus tend
to result in lower accuracy of the ISDH algorithm. The
coverage stays high for all values ofMg.

3.5 Evaluation of algorithm ISD HS

We now present the experimental evaluation of the
sampling-based algorithm ISDHS. We ran the ISDHS al-
gorithm on a data set of 11000 records with sample sizes
ranging from 1000 to 3500. We set the RUNCOUNT to
10 running algorithm ISDH on 10 different samples. We
used the MAJORITYCOUNT values of 1, 2, and 5.

We compared the performance of the ISDHS algorithm
with the ISDH algorithm. We ran the ISDH algorithm on
the same data set of 11000 records. Figure 5a presents the
number of subsets obtained by algorithm ISDHS that are
also present in the results of ISDH algorithm. LetRISDH

are the interesting subsets identified by the ISDH algo-
rithm andRISDHS are the interesting subsets identified by

the ISDHS algorithm, then Figure 5a plots the values of

(|RISDH ∩ RISDHS |)/|RISDHS | * 100

for different sample sizes.
Figure 5a shows larger number of matches between the

results of ISDH and ISDHS for lower levels but as the
levels increase the number of matches decrease. Higher
level sets have smaller sizes because of the increased spec-
ification of attributes and values. The smaller sets are not
captured by the algorithm ISDHS because of the reduced
number of records in the sample to represent the set. The
algorithm ISDHS thus focusses on identifying the interest-
ing subsets that are large in size. Such results can be useful
to identify high impact set properties in the data set. For
instance, in a data set of customer support tickets, identi-
fication of the attribute-values of a large subset of tickets
that have a high service time can be of greater interest to
improve the overall system performance as compared to a
smaller subset of tickets.

Figure 5b presents the percentage of algorithm ISDH
results captured by the algorithm ISDHS. Figure 5b thus
plots the values of

(|RISDH ∩ RISDHS |)/|RISDH | * 100

for different sample sizes. This percentage decreases for
higher levels as higher level sets are smaller in size and are
not captured in the smaller samples with enough number of
records.

Note that as the sample size increases the match percent-
age increases. Also, with the increase in sample size algo-
rithm ISD HS is able to capture more number of interest-
ing sets and thus the match percentage with the algorithm
ISD H increases.

4 Related work

Design of algorithms to automatically discover important
subgroups (e.g., a subset of records) in a given data set is an
active research area in data mining. Such subgroup discov-
ery algorithms are useful in many practical applications [6],
[7], [2], [3].



Assume that the input data includes a class label at-
tribute C, whose domain is a finite set of discrete sym-
bols. LetA1, A2, . . . , An denote the set of other data at-
tributes, each having a finite domain (continuous attributes
can be suitably discretised). Asubgroup(i.e., a subset of
records) is specified using a formula in propositional logic,
with Attribute = V alue forming a basic proposition.
Conjunctions of suchAttribute = V alue tuples (e.g.,
Outlook = Sunny ∧ Humidity = Normal) is a com-
monly used representation of subsets. Subgroup discovery
algorithms systematically search the hypothesis space of all
possible propositional formulae (each of which represents
a subgroup) to identify subgroups that are unusual or inter-
esting in some well-defined sense. Typically, a subgroup is
interestingif it is sufficiently large and its statistical char-
acteristics are significantly different from those of the data
set as a whole. The subgroup algorithms mostly differ in
terms of (i) subgroup representation formalism; (ii) notion
of what makes a subgroup interesting; and (iii) search and
prune algorithm to identify interesting subgroups among
the hypothesis space of all possible subgroups representa-
tions.

Many quality measures are used to evaluate the interest-
ingness of subgroups and to prune the search space. Well-
known examples (whenC is a binary class label) include
binomial test and relative gain, which measure the relative
prevalence of the class labels in the subgroup and the over-
all population. Other subgroup quality measures include
support, accuracy, bias and lift. We use a continuous class
attribute (in contrast to discrete in almost all related work).
Another new feature of our approach is the use of Students
t-test as a measure for subgroup quality.

Initial approaches to subgroup discovery were based on
a heuristic search framework [8], [5], [12]. More re-
cently, several subgroup discovery algorithms adapt well-
known classification rule learning algorithms to the task of
subgroup discovery. For example, CN2-SD [4] adapts the
CN2 classification rule induction algorithm to the task of
subgroup discovery, by inducing rules of the formCond →
Class. They use aweighted relative accuracy (WRA)mea-
sure to prune the search space of possible rules. Roughly,
WRA combines the size of the subgroup and its accuracy
(difference between true positives and expected true posi-
tives under the assumption of independence betweenCond
and Class). They also propose several interestingness
measures for evaluating induced rules. Some recent work
has adopted well-known unsupervised learning algorithms
to the task of subgroup discovery. [11] adapts the a priori
association rule mining algorithm to the task of subgroup
discovery. The SD-Map algorithm [1] adopts the FP-tree
method for association rule mining to the task of minimum-
support based subgroup discovery. Some sampling based
approaches to subgroup discovery have also been proposed
[9], [10].

5 Conclusion and future work
We presented algorithms for the discovery of interesting
subsets from a given database of records with respect to a
given quantitative measure. We proposed various heuristics
to prune the state space of subsets and presented a heuristic-
based algorithm ISDH for interesting subset discovery.
We then presented a sampling-based algorithm ISDHS to
efficiently use the proposed heuristic-based approach on
large data sets. We presented an experimental evaluation
of the proposed algorithms by applying the algorithm on a
data set consisting of service request records for the IT divi-
sion of a major financial institution. We showed that algo-
rithm ISD H prunes the state space very effectively and yet
provides a high coverage and accuracy in the discovery of
interesting subsets. We also presented the effect of various
heuristics on the behavior of the algorithm. We presented
an evaluation of the sampling-based algorithm ISDHS and
showed that the algorithm captures high impact interesting
sets with very high correctness. We also presented a com-
parison of the ISDH and ISDHS algorithms. The inter-
esting subsets discovered by the algorithm prove to be very
insightful for the given data set. Discovery of such subsets
of records can provide insights for improving the involved
business processes, e.g. identification of the bottlenecks,
identification of the areas for improvement, etc.

As part of the future work, first, we are interested in
strengthening the heuristics, so as to further reduce the
number of states searched. We are working on extending
the approach to work with continuous heuristics and to use
the full logical power of SQL commands to systematically
form more complex subsets (e.g., an arbitrary mix of con-
junctions, disjunctions, and negations). One way to extend
the algorithms is to allow expressions of the kindAi ∈ V
for subset formation, which identifies a subset where at-
tribute Ai takes any value in a subsetV of its domain.
Lastly, we are using the algorithms to discover interest-
ing subsets in the real-life data-sets from different domains
(e.g., employee data).
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