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Abstract 3. In a database of sales orders, the value, quantity and
the time taken to fulfil each order.

In this paper we present algorithms for identifying interest-
ing subsets of a given database of records. In many real life
applications, it is important to automatically discover sub-  In each of these applications, it is important to automati-
sets of records which are interesting with respect to a giveally discover subsets of records which are interesting with
measure. For example, in the customer support databas@spect to a given measure. For example, in the customer
it is important to identify subsets of tickets having servicesupport database, it is important to identify subsets of tick-
time which is too large (or too small) when compared with €ts having service time which is too large (or too small)
the service time of the rest of the tickets. We use Student’yvhen compared with the service time of the rest of the tick-
t-test to check whether the measure values for a subséts. Such subsets of tickets provide insights for improving
and its complement differ significantly. We first discuss the business processes involved in resolving tickets: iden-
the brute-force approach and then present heuristic-baséddy bottlenecks, identify areas for improvement, increase
state-space search algorithm to discover interesting subse€r-person productivity, etc.
of the given database. To use the proposed heuristic-based Unlike anomaly detection, the focus is on finding in-
approach on large data sets, we then present a samplingerestingsubsetsrather than individual interesting records.
based algorithm that uses sampling together with the profwo central questions arise: (i) how to construct subsets of
posed heuristics to efficiently identify interesting sets inthe given records; and (ii) how to decide whether a given
large data sets. subset of records is interesting or not. We present algo-

We discuss an application of these techniques to customéfthms to automate both these steps. Finding interesting
support data, to discover subsets of tickets that have signifubsets of records in a given table is often an important part

icantly worse (or better) service times than the rest of the?f €xploratory data analysis in practice. The user typically
tickets. uses SQL-likesSELECTcommand to form a subset of the

given records and then checks whether or not this subset is
. interesting. SQL-likesSELECTcommands provide an intu-

1 Introduction itive way for the end-user to characterize and understand a
In this paper, we consider the problem of findintgresting  subset of records. Further, the user can interactively refine
subset®f a given relational table of records. First, there isthe definition of the subset by adding or removing condi-
a need to formalize a domain-independent notion of intertions in theWHERI[Elause. Our algorithms systematically
estingness of a given subset of records. In many real-lif@xplore subsets of records of a given table by increasingly
applications, the given table includes one or more numericefining the condition part of th8ELECTcommand.

attributes each of which is a quantitative measure for the The problem of identifying interesting subsets is quite
record. Examples: different from the usual top- heavy hitters analysis. In
] the latter approach, the records are sorted with respect to
1. In a customer-support database of tickets of problemg,e chosen measure and therecords at the top (or at the
and their resolutions, the service time needed to repottom) are returned. Thumachrecord in the tope sub-
solve each ticket. set has an unusual (high or low) value for the measure. In
2. In a database of customer (or employee) satisfactioﬁomraSt.’ we W.'Sh to |d_ent|fyommon characterlstm;fth.e.
survey responses, the satisfaction index for each Cusr_ecords_ln the interesting subsets (rather than the individual
tomer (or employée) interesting r(_eco_rds)_ and then use the_se patterns fo_r purposes
' such as designing improvements. Sieveryrecord iden-
International Conference on Management of Data .tiﬁed by the_to_pk gp_proach has .an unus.ual measure V.alue’
COMAD 2008, Mumbai, India, December 17—19, 2008 in general, it is difficult to see if there is any discernible
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We propose the following approach. Assume that a sub- In this paper, we describe a heuristic-based pruning al-
set A of the databasé® is given. LetA = D — A de-  gorithm that examines the state-space of the subsets of the
note the complement of the subsgin D i.e., A consists given databas® and discovers and reports all interesting
of all records inD which are not inA. Let ®(A) denote  subsets. Each state is a subset of the given set of records
the (multi)set of the measure values for the records in thand is characterized by$ELECTcommand. Children of
subsetA. In the customer support exampk(A) is the  a stateS are formed by refining the condition used to form
(multi)set of the values of service times of all tickets in S. The crux of the algorithm is in the heuristics used to
A. We sayA is aninteresting subseof D if the statis-  prune the state-space.
tical characteristics of the subsétA) are very different To apply the proposed algorithms on large data sets the
from the statistical characteristics of the sub®éfl). In heuristic-based approach might also require an unaccept-
the customer support example, a given subkef tickets  ably large execution time. To improve the efficiency of
would be interesting if the service times of ticketsdrare  the proposed heuristic-based approach, we then propose a
in general very different from the service times of the restsampling-based algorithm, where we run the proposed al-
of the tickets inA. gorithm on randomly picked samples of the data set and

More formally, A is aninteresting subsetf D if the  process the results of the algorithm to infer the properties
probability distribution of the values in the subggtd) is  of the entire data set.
very different from the probability distribution of the val- To make the discussion more concrete and to provide
ues in the subseb(A4). Essentially, we consider the sub- an illustration of how the results of this algorithm can be
setsA andA (and hence correspondingly, the subgstd) used in practice, we focus in the rest of the paper on a
and®(A) of their measure values) as two samples and uséatabase of customer support tickets. Each ticket has at-
statistical hypothesis testing techniques to decide whethdributes like timestamp-begin, timestamp-end, priority, lo-
or not the observed differences between them are statistGation, resource, problem, solution, solution-provider, etc.
cally significant. Many statistical tests are available to testand service-time. We focus on the problem of discover-
whether or not the two probability distributions (one for ing interesting subsets of tickets that have very high (or
®(A) and the other forb(A)) are significantly different. low) service times, as compared with the rest of the tickets.
We choose the Studentistest for this purpose, although However, we emphasize that the techniques of discovering
other tests (e.g., Kolmogorov-Smirnov test) could be usednteresting subsets are perfectly general and can be applied
instead. Note that we compare tbeerall statistical char- to any database where a quantitative measure is available
acteristics of the values in subsd@i$A) and®(A). Thus for each record.
we focus on interesting subsets of tickets, rather than on The rest of the paper is organized as follows. Section
individual interesting tickets themselves. 2 describes the algorithm to discover interesting subsets.

The brute-force approach to identify interesting subsets>ection 3 presents experimental results. Section 4 contains
is now clear. Systematically generate subsetsf D and  related work and section 5 contains conclusions and further
use the-test to check whether or not the subsetst) and ~ work.

®(A) of their measure values are statistically different. If

yes, reportA as interesting. Clearly, this approach is not2 |nteresting Subset Discovery (ISD)

scalable for large datasets, since a subsat efements has

2N subsets. We propose a two-pronged strategy to limit th&/Ve first explain the process of bUIIdlng subsets of records

exploration of the state-space of all possible subsets of thé® check forinterestingnessWe then describe a brute-force
given databas®. algorithm to systematically explore all possible subsets of

records and identify the interesting ones. Since the search
1 Wei triction that the di dint " space of subsets could be very large, we then present dif-
- Weimpose a restriction that tne discovered INterestinge .t hryning heuristics to reduce the number of subsets
subsets need to be described succinctly for the en Sxami
. oo amined.
user. Hence, instead of considering all subset® pf
we consider only those subsets that can be described -
using SQL-like expressions of the form 2.1 Building subsets

SELECT * FROMD WHEREA; = v AND  Egach record is associated with a finite setroéttributes
Az =wvy AND ... AND A, =y A = {A;,...,A,}; e.q., attributes of customer support
where attributesd; are all different and;; denotes a  records may b& PR, CT, AC, AI} representing priority,
possible value for attributd;. Restriction to subsets category, affected city and affected item. LBt denote
of records that have a single value for some attributeg$he domain of possible values for attribute. We assume
is not a severe restriction. We adopt it here to simplifyeaChDi to be a finite set of discrete values; efpr =
the presentation. {L,M, H}.
A descriptor tuplehas the form(4;,v;) whereA; € A

2. We impose additional restrictions (described later)is an attribute and; € D; is a value for it. Adescriptor
to eliminate certain subsets from consideration; e.g.js a set of descriptor tuples which contains at most 1
eliminate subsets that are “too small”. descriptor tuple for any particular attribute. A descriptor



The Student'si-test makes awull hypothesisthat the
means of the two sets do not differ significantly from each-
other. LetX andY be the two sets of number&(A) and
®(A) inour case). Let; andn, denote the sizes of sels

: : andY, X andY denote the means of the valuesXnand
pR=L | [Renst o] peesst ] [ienem | | R ab G (SeRomE | [Eor-as) | Feras Y, andSx, Sy denote the unbiased estimators of the stan-
o e o e e [ S e dard deviations of the values i andY. The t-statistic

ol f o for two unpaired set andY assumes unequal sizes and
unequal variances and tests whether the means of the two

sets arestatisticallydifferent and is computed as follows:

t=(X - Y)/\/(sg/m + 52 /1)

The denominator is a measure of the variability of the data
corresponds to a subset of records selected using thend is called thestandard error of difference Another
correspondingSELECT statement; e.g. the descriptor quantity called they-value is also calculated. Thevalue
{(PR, L),(AC, ‘New York’) corresponds to the subset of is the probability of obtaining the-statistic more extreme
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Figure 1: The state space of record attributes

records selected using than the observed test statistic under null hypothesis. If the
SELECT * FROM D WHERE PR = L AND AC = calculatedp-value is less than a threshold chosen for sta-
‘New York’ tistical significance (usually 0.05), then the null hypothesis

Let U(4) denote the subset of records corresponding to thés rejected; otherwise the null hypothesis is accepted. Re-
descriptorf. Then the subset relation imposes a naturajjection of null hypothesis means that the means of two sets
partial order on the collection of all descriptors, anddo differ significantly. Student’s t-test is a robust test and
equivalently, on the subsets corresponding to descriptorsvorks effectively even if the normality assumption of the
Thus,0; C 6, = ¥(6,) C ¥(#,). Thatis, refining a data is violated.
descriptor leads to refinement of the corresponding subset. The computed-value is positive if the mean of the first

The number of attributes in a descriptor is called itssubset is larger than that of the second subset and nega-
level e.g., level of the descriptdi(PR,L),(AC=‘New York’ tive if smaller. We use this property to identify subsets
)} is 2. We build the subset of records based on the atef records whose measure values are significantly smaller
tributes and the attribute values in a hierarchical mannerior greater) than the rest of records. For customer support
With increasingevelin the hierarchy, a larger number of records dataService Timés a natural performance metric.
attributes are considered in the subset construction. At thelence subsets of records with positivealues have ser-
first level, we build subsets based on the value(s) of a sinvice times significantly greater than the rest of the records
gle attribute. In the next level, we refine the subsets built inand are thus performing worse. The subsets of records with
the previous level by building subsets based on the value(3)egativet-values have service times significantly smaller
of two attributes. The subset thus built is smaller than thethan the rest of the records and are thus performing better
original subset. We perform this grouping up to a prede-than the rest of the records.
fined number of levels or until the subset sizes become too
small to be significant. 2.3 Heuristic-based ISD algorithm

The subsets built at level 1 are those that correspond to ) ) )
the descriptorg (A; = u)} for each attributed; € A and !n the brutg force glgorlthm, the §earch space for identify-
for each value: € D;. The subsets built at level 2 are those N9 interesting attribute combmauo_ns would be very Iarge.
that correspond to the descriptdiisd; = ), (A, v)} for This search space becomes formidable for apphcaﬂon of
each pair of distinct attributes;, A, € A, for each value the aIg_onth_m on Iarge data_1 sets and results in very Iarge
u € D; and for each value € D; . Figure 1 shows the €Xecution time. In this section, we present various heuris-
subset state space up to level = 3 and built over 3 attributeldcS to prune the search space without affecting the effec-

PR, CT, andAC whereDpy = {L, M}, Do = {a, b}, tiveness of the algorithm. We later show through simula-
andD ¢ = {z}. ’ ’ tion results that the proposed heuristics significantly prune

down the search space and yet maintain high coverage and

2.2 interestingness of subsets accuracy in identifying interesting subsets.

We define a subset of records asnterestingif the cor- e The size heuristic: Thétestresults on the subsets
responding subsdi(A) of measure values is significantly with very small size can be noisy leading to incorrect
different from the subseb(A) whereA = D — A is the inference of interesting subsets. Small subset sizes
subset of all remaining records in the datab&sé/Ne use are not able to capture the properties of the record at-
the Student's-test to check whether the two subs@{sA) tributes represented by the subset. Thus by the size
and ®(A) differ significantly in terms of their statistical heuristic we apply a thresholtf; and do not explore

characteristics. the subsets with size less thaf.



e The goodness heuristic: While identifying interest-
ing subsets of records that have performance values
greater than the rest of the records the subsets with the
performance values lesser than the rest of the records
can be pruned. As we are using the case of identify-
ing the records that perform significantly worse than
the rest of the records in terms of thervice timewe

refer to this heuristic as the goodness heuristic. By the
goodness heuristic, if a subset of records show signif-
icantly better performance than the rest of the records
then we prune the subset. We define a thresiidjd

for the goodness measure. Thus, in the case of the
customer support tickets database veithvice timeas

the performance measure, a subset is pruned if-the
testresult of the subset hag-#alue< 0 and ap-value

< M,.

The p-prediction heuristic: A levet subset is built
from two subsets of level — 7 which share a com-
mon k — 2 level subset and the same domain values
for each of thek — 2 attributes. The p-prediction
heuristic prevents combination of two subsets that are
statistically very different, where the statistical differ-
ence is measured by tigevalueof thet-test We ob-
served that if the two level — 1 subsets are statisti-
cally different mutually, then the corresponding level
k subset built from the two sets is likely to be less
different from the rest of the data. Consider two level
k — 1 subsetsS; andS; of the databas®. Let®(S;)
represent the performance measure values of the set
S;. Let thep-values of the-testran on performance
data of these subsets and that of the rest of data are
p; andp, respectively. Lep;» be the mutual p-value

of the t-testran on the performance dat&(S;) and
@(Sz). Let S; be the levelk subset built over the
subsetsS; andS, andps be the p-value of thetest

ran on the performance dadg S5 ) and ¢(Ss), where

S3 = D — S3. Then the p-prediction heuristic states
thatif(pi2 < M) thenps > min(py, p2), where M,

is the threshold defined for the p-prediction heuristic.
We hence do not explore the s&f if p1» < M,,. We
verified this property by experimental analysis. We
defined accuracy of the p-prediction heuristic as the
ratio of the number of subset pairs with mutual p-value

p-value prediction
accuracy
-]
(=]
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Figure 2: Accuracy of the p-value prediction

pairs used for selection of the records to build the
subset. The algorithm searches for appropriate level
k — 1 descriptors that can be combined to build a level
k descriptor. A levek-1 descriptor can be combined
to another levek-1 descriptor that has exactly one dif-
ferent attribute-value pair. For instance, consider a
level 2 descriptor with 2 attribute-value paif®?R=L,
CT=A}. This subset can be combined with a subset
defined by the attribute value pairSPR=L, AC=X}.

The combination of the two descriptors gives a level 3
descriptor defined by 3 attribute-value paif®R=L,
CT=A, AC=X}.

Before combining two subsets, the algorithm applies
the p-prediction heuristic and skips the combination
of the subsets if the mutughvalue of the two sub-
sets is less than the threshald,. The subsets that
pass the p-prediction heuristic test are processed fur-
ther to identify records with the attribute-value pairs
represented by the subset descriptor. The interesting-
ness of this subset of records is computed by applying
thet-test Similar to Algorithm ISDBF, the interest-

ing subset descriptors are identified in the result subset
R*andR™.

The algorithm then applies the size and goodness
heuristic on the levet subset descriptors to decide if
the subset descriptor should be used for building sub-
set descriptors in subsequent levels. The worst case
computational complexity of the algorithm is expo-
nential but the heuristics effectively reduce the aver-
age computational time.

less thanV/, that hold the p-prediction heuristic prop- 5 4 Heuristic-based ISD algorithm using sampling

erty over the total number of subset pairs with mutual

p-value less tharl/,. We present the experimental Algorithm ISD_H reduces the s_,earch space as compared
evaluation of the accuracy of the p-prediction heuris-to the brute force based algorithm ISBF. But for very

tic in Figure 2. Figure 2 plots the accuracy of the p- large data set (in the order of millions of records) the search
prediction heuristic for experiments ran for different space for algorithm ISIH can also be large leading to un-
levels of attribute sets. Figure 2 shows very high val-acceptable execution time. In this section we propose al-
ues (95%) of the p_prediction accuracy for all levels. gorithm ISDHS that identifies interesting subsets by per-

Based on the above explained heuristics, we presen
Algorithm ISD_H for discovery of interesting subsets
in an efficient manner. As explained in Figure 1 and
Section 2.1, we build a levéd subset from the sub-
sets at levek-1. A level k subset is associated with a
k-tuple descriptor that represents thattribute-value

fPrming sampling of the data set and using the heuristics
proposed in the previous section on the samples.

The algorithm ISDHS is based on the following obser-
vations:

e Alarge number of interesting sets discovered in a data

set might not be very useful for the user. An exam-



Algorithm 1: Algorithm ISD_H

1
2
3
4

15

16
7

18
o
PO
p1
P2
3
a4
b5
6
b7
P8
P9
80
81
82
83
B4
B85
86

input  : A= Setof record attributes, D = Domain of the values
record attributes, T = Set of records, C = Significance
level, L = Max. level (humber of attributes in a
descriptor)

output : | = Set of positive and negative interesting record
properties
n=|Af;
Rt =R =
So=¢
forl=1toL do
foreach subsetS; € S;_ do
foreach subsetS; € {S;_; - S;} do
if combinationValidity§;, S;) == FALSE then
continue;
end
if MutualPValuef;, S;) < M then
continue;
end

6 = Combinef;, S;);
0 consists of attribute-value pairs
Ay =a;,Ag =az,..., A= a;
T; = SELECT * FROM T WHERE
& =di,Ag = dg,..., Alevel = dicvels
T,=T-Ty,
Obtain thep value andt value by runningt test
on the subset®(7';) and ®(Ty);
if p value < (C) then
if t value > Othen
Rt =Rt UG,
end
else
R™ =R UG,
end
end
if |T1| < Ms then
Prune the subset descriptjrcontinue;
end
if (¢ value < 0) and p value < My) then
Prune the subset descriptircontinue;
end
Add 0 to Sy;
end
end
end

Sort the result set®+ and R~ based on the value;

ple application of the interesting subset discovery is
on the data set consisting of customer support tickets
served for an enterprise system. In this domain the
interesting subset discovery algorithm can be used to
identify records with very large service times as com-
pared to the rest of the records. In this example a large
number of discovered interesting sets will not be very
useful. The enterprise manager would be more inter-
ested in a small set of interesting subsets that can give
major insight into the functioning and improvement of
the system.

e Out of all the interesting subsets the subsets that have
maximum impact on the overall system performance
are of more importance. The properties of such sub-
sets provide insights for system improvement that can
provide maximum impact. Continuing the example
of customer support tickets for an enterprise system,
identification of properties that represent large number
of records with poor performance are more interesting
for the manager. On identification of these properties,
the manager can focus on the inferred properties and
improve appropriate subsystems resulting in signifi-
cant system improvement.

Using the above observations we propose the algorithm
ISD_HS. We propose of take samples of original data set of
records and execute the algorithm 1$Don these samples.
The interesting subsets computed by running the I581-
gorithm on these samples are combined. Note that the inter-
estingness is computed with respect to the sample and not
the original data set. The subsets thus obtained are ranked
based on the number of occurrences of an interesting subset
in the results of different samples. The larger the number
of occurrences higher is the rank of the subset. If the num-
ber of occurrences of a subset is less than some predefined
threshold, then that subset is removed from the result.

The rational behind this approach is based on the above
explained observations. In case of very large data sets the
ISD_H algorithm can have large execution time. In such
data sets running the ISH algorithm on smaller samples
randomly chosen from the data set is much faster. As a
randomly chosen sample might not be able to capture all
the prominent interesting properties of the data set, we run
the ISDH algorithm on multiple samples of the data set.
In order to identify important subsets out of all the discov-
ered interesting subsets we rank the subsets based on the
number of occurrences in results of different samples. If
the original data set has a large interesting subset then the
records of this subset are very likely to be presentin the ran-
domly chosen samples. With the presence of larger num-
ber of such records, the algorithm is very likely to identify
the interesting subset even in the randomly picked sample.
A subset that is more prominent in the original data set is
more likely to be discovered in larger number of samples.
Algorithm ISD_HS thus decreases the number of discov-
ered interesting sets by limiting the results only to the fre-
guently occurring interesting subsets in the random chosen
samples.



The pseudocode for the algorithm ISHES presents metric we classified interesting subsets into the subsets per-
the steps involved. Algorithm IS is run on ran- forming significantly better or worse in terms of thervice
domly chosen samples of the data set. For a samtime
ple i, the computed interesting subsets with interest- We successfully identified the subsets of records with
ingly good and bad performance measures are stored isignificantly large service time. We ran the algorithms from
Positive_ISD; and Negative_ISD; respectively. The level 1to 5. Level 1 results contain large subsets defined
union of the subsets computed from all samples are storebly a single attribute-value pair. These results provide the
in Positive_lSD and Negative_ISD. The subsets are most high impact properties of the customer support tick-
ranked based on their number of occurrences in results afts. We were able to identify the tickets of a specific day
different samples. Subsets with occurrences less than thef the week, or tickets from a specific city to have signifi-

MAJORITY COUNT are pruned. cantly high service times than the rest of the tickets. With
higher level results we were able to perform finer analysis
Algorithm 2: Algorithm ISD_H S of the properties of tickets that have significantly high ser-

input  : A = Set of record attributes, D = Domain of the valuespof ~ Vice times. Such analysis gives interesting insights into the
record attributes, T = Set of records, C = Significance system behavior to identify performance bottlenecks. The

level, L = Max. level (number of attributes in a ; ; inai ; ; .
descriptor), RUNCOUNT, SAMPLESIZE. algorithm also provides insights into the system improve

MAJORITY_COUNT ments that can have highest impact on the improvement of
output : | = Set of positive and negative interesting record the overall service time of the system.
. properties We compare the ISIH algorithm with the brute force
1 for i=1to RUN.COUNT do algorithm ISDBF. Because of its high execution time, we
2 T; = randomly picked sample of size SAMPLESIZE from the gori ) u : '9 . xecutl : v W
set of records T were not able to run the ISBF algorithm on large data
3 Run Algorithm ISDH on T; to obtain the interesting sets sets and higher levels of attribute combinations. We hence
4 ond Positive 15D; andNegative I5D;; compared the correctness of ISDalgorithm on large data
5 PositivelSD = Positive_ISD; U Positive ISDa U ... U sets and higher levels with the ISR algorithm. In algo-
Positive_lIlSDRruN_COUNT, rithm ISD_R, for a levell, we randomly pickN subsets
6 NegativelSD = Negative ISD1 U Negative ISD2 U ... U where each subset consistsldttribute-value pairs such
Negative ISDruN_COUNT: that every attribute is different in the subset. For thise
7 For each set in PositiviSD compute the number of occurrences pf . .
the set inPositive_ISDy, Positive_ISDs, . . .. subse_ts, we compute the interestingness of each subset. We
Positive ISDryN_COUNT; run this algorithm multiple times and then evaluate the re-

8 For each setin NegativiSD compute‘the number of occurrences sults obtained by the ISP algorithm for level to contain
%2‘2 ;ite'r}]g%’;?j}ve*c] g S;TN egative 15Dz, . .., the interesting subsets inferred by the [&algorithm.
9 PositivelSD = Sets in PositivéSD with number of occurrences We first present the evaluation of the 13Dalgorithm.
greater than the MAJORITYCOUNT; We compare the set space explored by I8lgorithm
10 NegativelSD = Sets in NegativéSD with number of occurrences with ISD.BF algorithm to show that ISIH aIgorithm ex-
greater than the MAJORITYXCOUNT; o
11 return PositivelSD and NegativeSD: plored significantly smaller set space. We theq compare
the coverage and accuracy of the [$algorithm with the
ISD_R algorithm to show that the correctness of 15al-
gorithm is not affected by the set space pruning performed
3 Experimental evaluation by the algorithm. We then show the effect of varying the
_ _ _ _ thresholds of the three heuristics of the LSalgorithm on
In this section we present the experimental evaluation ofhe coverage, accuracy, and amount of pruning done by the

the proposed algorithms. ISD_H algorithm. We then evaluate the ISBS algorithm.
We compare the results of ISBS algorithm with ISDH
3.1 Experimental setup algorithm to show the similarity in the results of ISBal-

gorithm and the ISCHS algorithm.
We executed the proposed algorithm on a data set consist-

ing of service request records for the IT division of a ma- .
jor financial institution. Each record in the database con-3'2 State space size
sisted of a set of attributes representing various propertied/e compared the reduction in the state space obtained by
associated with the record. The database contained 60Q8e ISDH algorithm as compared to the entire state space
records. Each record had seven attributes nafBlyAC, searched by algorithm ISBF. We ran the two algorithms
ABU, Al, CS, CT, Chwith the domain sizes of 4, 23, 29, over the given data set and measured the number of subsets
48, 4, 9, and 7 respectively. We used these attributes fatonsidered by the two algorithms for the test of interest-
classification of records into different subsets. Each recorihgness. We ran the ISB algorithm setting the heuris-
also containedervice timeas a performance metric which tic thresholds as\f, = .01, M, =5, M, = .01. We ran

we used to measure the interestingness of the subsets thfe brute force algorithm up to level 4. We mathemati-
records. We applied the proposed algorithm on this dat@ally computed the state space size of the brute force al-
set to find interesting subsets. For the given performancgorithm for the higher levels. We were not able to run the



brute force algorithm for higher levels because of its com-where|D| is the total number of records in the database.
putational complexity and long execution time. Figure 3aThe numerator gives a measure of the number of extra
shows the state space size considered by the two algorithrmecords present in the subsketd;) and the division by the

for the test of interestingness for different levels. This settotal number of records gives a measure of how significant
size is proportional to the execution time of the two algo-is this difference in the given space of records. Accuracy of
rithms. Figure 3a shows that the state space searched lagorithm ISDH for a levell is thus computed as follows:
the ISDH algorithm is significantly small'er than the state Accuracy = 5" Accuracy of each levélISD_R set descriptor

space searched by the brute force algorithm. Furthermore, 4 “thatis covered by ISIH) / Total number of level ISD_R

the state space increases linearly for the I$Rlgorithm set descriptors covered by 1SB

with the increase in the level unlike the exponential growth

of state space in the ISBF algorithm. Figure 3b presents the coverage and accuracy of the

ISD_H algorithm by comparing it with the random algo-
) rithm. Each point plotted in Figure 3b is the average of the
3.3 Correctness of the ISDH algorithm comparison of the ISIH algorithm with 10 different runs

As we were not able to run the brute force algorithm overof the random algorithm for a particular level. Figure 3b

the entire state space, we evaluated the correctness of tRBOWS that the state space pruning shown in Figure 3a does

ISD_H algorithm by comparing the ISP algorithm with ~ not affect the accuracy of thfa results. The L8algorithm

the ISDR algorithm. For a level, we ran ISDR algo- achieves 100% coverage with 80% to 90% accuracy.

rithm 10 times and then evaluated the results obtained b)é o

the ISDH algorithm for leveli to contain the interesting 34 Effect of heuristics

subsets discovered by the IS®algorithm. In this section we analyze the effect of the three heuristics,
As the ISDH algorithm prunes the state space based onhe p-prediction, size, and goodness heuristics, on the ef-

different heuristics, the algorithm stops the search at a ceffectiveness and the efficiency of the ISDalgorithm. We

tain node in a search tree branch if the node is not foundan the ISDH algorithm with different threshold values for

to be interesting enough for analysis. For instance, whilghe three heuristics and measured the effect of the heuris-

exploring a particular branch of the state space, the algatics on the coverage, accuracy, and pruning. We ran the

rithm may stop at a levélsubset descriptat; defined by  experiments by setting the threshold of two heuristics to

thei-tuple (A, = vy, A2 = va,..., A; = v;) because of fixed values and varying the threshold of the third heuris-

the size heuristic. Thus for the subset of recobd8;) cor-  tic. We ran the ISDH algorithm in this fashion for 7 levels

responding to the descriptéy, |¥(0;)| < M,. However, and compared the result with the results of the ISRlgo-

on the same branch of the search space the random alggthm. Each point plotted in the graphs is an average of the

rithm might identify aj-tuple §;, wherej > i, to be inter-  comparison of the ISDH algorithm with 10 different runs

esting. Thig-tupled; might not be searched by the IS®  of the ISDR algorithm.

algorithm because of the above explained pruning. Thusin We first present the effect of the size heuristic on the

the above example, the ISB algorithm coversl(6;) in  |SD_H algorithm. M, is the threshold that defines the min-

(0;). We define a metriCoverageto measure this prop- imum size of the subset to be considered for interesting-

erty of the ISDH algorithm for a level as follows: ness. Set sizes below this threshold are pruned and are
not explored further by the algorithm. We ran 13Dalgo-
Coverage = Number of levéllISD_R set descriptors covered rithms with Mp = 0.01.Mg = 0.01, and varying the value

by ISD_H set descriptors / Total number of leldSD_R set

descriptors of M, to 5, 10, and 20. Figures 4a, 4b, and 4c present

the total number of subsets explored, coverage, and accu-

It is also important to measure the accuracy of the cov2CY respectively when running the 1S algorithm for

erage. In the above case if the subéf, ) is very small different values of\/,. With the increase id/, more sub- .
while subset¥(6;) covers®¥(d;) but builds a very large sets get pruned. We can see that the coverage stays high
subset, then the subsé(6;) d(;es not cover subsat(6, ) for all values ofM,. It can also be seen that with the in-
with enough accuracy. Note however that the JBI}{I- crease inM/ th_e coverage stays the same but the accuracy
gorithm stops at a higher leveln the search space at the d6Créases. This behavior can be explained from the obser-
subset descripta; only if the records identified by the sub- vation thatwith the increase i/, more subsets get pruned

setW(6;) are interesting. Thus the extra records present irfit & higher level preventing the ISB algorithm from iden-
U(9;) are also interesting. In order to compare how closd!fYing a subset to a finer level. The algorithm still covers
are the results of the ISBI algorithm to the ISDR algo- all the interesting subsets maintaining a high coverage but
rithm, we define the accuracy metric. U6, ) is the subset  "€sults in a decrease in accuracy with higher valuew/af
of records computed by the ISR algorithm as interesting We then present the effect of the p-prediction heuristic

and ¥ (6;) is the subset of records computed by the I8D on the ISDH algorithm. The p-prediction heuristic pre-
algorithm that covers the recordsir(¢;), then theAccu- vents combination of two subsets if the two subsets are sta-
VYAl

racy of coverage of); can be computed as: tistically very different, where the statistical difference is
measured by thp-valueof the t-test Mutual p-valuebe-
Accuracyp, =1 — (|¥(6;)] — |¥(6;)])/|D| low the threshold), is considered statistically different
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and hence the subsets with mutual p-value less fhign the ISD.HS algorithm, then Figure 5a plots the values of

are not combined by the p-prediction heuristic. We present

the results of running the I1SBI algorithm by varying the (|Rrspr N Rrsprs)l|Rispus| * 100

value of M, to 0.01, 0.05, and 0.1 and setting, = 5, M, _ )

=0.01 . Figures 4d, 4e, and 4f present the total numbefor different sample sizes.

of subsets explored, coverage, and accuracy of theHSD  Figure 5a shows larger number of matches between the
a|gorithm respective|y when running the |S-H)a|gor|thm reSUltS- of ISDH and ISDHS for lower levels but as the
with different values of\,,. As shown in Figure 4d smaller levels increase the number of matches decrease. Higher
values ofM,, drop less subset combinations thus allowinglevel sets have smaller sizes because of the increased spec-
more subsets to pass through_ This in turn affects the aCCLhﬁcation of attributes and values. The smaller sets are not
racy of the algorithm. Smaller values 8f,, are likely to ~ captured by the algorithm ISBIS because of the reduced
provide less accuracy. ISH algorithm provides high cov- number of records in the sample to represent the set. The
erage and accuracy for all values Mp- Coverage Stays algorlthm ISDHS thus focusses on Identlfylng the interest-
the same for different values Mp and accuracy tends to ing subsets that are large in size. Such results can be useful

increase with higher values of,. to identify high impact set properties in the data set. For
We then analyze the effect of varying the goodnesdnstance, in a data set of customer support tickets, identi-
heuristic. We executed the ISP algorithm with A7, =  fication of the attribute-values of a large subset of tickets

5, M,, = 0.01 and varyM, to 0.01, 0.05, and 0.1. The that have a high service time can be of greater interest to
goodness heuristic drops the subsets that are significantijnProve the overall system performance as compared to a
better than the rest by dropping the subsets with a posismaller subset of tickets.

tive value oft and ap-valueless than\/,. Figures 4g, 4h, Figure 5b presents the percentage of algorithm_$D
and 4i present the total number of subsets explored, cowesults captured by the algorithm ISBS. Figure 5b thus
erage, and accuracy of the 190 algorithm respectively ~plots the values of

when running the ISDH algorithm with different values of

M,. Smaller value of\Z, drops less subsets and thus tend ~ ([Brspr N Rrspas|)/|Rispr| * 100

to result in lower accuracy of the ISH algorithm. The

coverage stays high for all values i, . for different sample sizes. This percentage decreases for

higher levels as higher level sets are smaller in size and are
not captured in the smaller samples with enough number of
records.

We now present the experimental evaluation of the Note thatasthe sample size increases the match percent-
sampling-based algorithm ISEHS. We ran the ISCHS al-  age increases. Also, with the increase in sample size algo-
gorithm on a data set of 11000 records with sample sizesthm ISD_HS is able to capture more number of interest-
ranging from 1000 to 3500. We set the RUMDUNT to  ing sets and thus the match percentage with the algorithm
10 running algorithm ISCH on 10 different samples. We ISD_H increases.

used the MAJORITYCOUNT values of 1, 2, and 5.

We compared the performance of the 153 algorithm
with the ISD.H algorithm. We ran the ISOH algorithm on
the same data set of 11000 records. Figure 5a presents tBesign of algorithms to automatically discover important
number of subsets obtained by algorithm B3 that are  subgroups (e.g., a subset of records) in a given data set is an
also present in the results of ISB algorithm. LetR;spy active research area in data mining. Such subgroup discov-
are the interesting subsets identified by the I8&lgo-  ery algorithms are useful in many practical applications [6],
rithm andR;sp s are the interesting subsets identified by [7], [2], [3].

3.5 Evaluation of algorithm ISD_HS

4 Related work



Assume that the input data includes a class label at5 Conclusion and future work
tribute C, whose domain is a finite set of discrete sym-

bols. LetA;, As..... A, denote the set of other data at- We presented algorithms for the discovery of interesting

subsets from a given database of records with respect to a
Sgiven guantitative measure. We proposed various heuristics
to prune the state space of subsets and presented a heuristic-
'based algorithm ISDH for interesting subset discovery.

We then presented a sampling-based algorithm Hto

can be suitably discretised). gubgroup(i.e., a subset of
records) is specified using a formula in propositional logic
with Attribute Value forming a basic proposition.

Conjunctions of suchttribute = Value tuples (€.9.,  otgoianty use the proposed heuristic-based approach on

ggf}llo OSS: d f:nrzze/\ng Ef:rl]lg]%tsyugsé\tfsowgnuaé) rlgua Cdc?g;'ove}arge data sets. We presented an experimental evaluation
Y P : group f the proposed algorithms by applying the algorithm on a

algor.ithms syste.matically search the hypothgsis space of 8 ata set consisting of service request records for the IT divi-
possible propo_smon_al formulae (each of which representgion of a major financial institution. We showed that algo-
:Sst?nbgirr?l;g)mtg xsm&fzﬁs#:(?rszzzsetqat ?ézfmfﬁ, Orro'ﬂteirsfithm ISD_H prunes the state space very effectively and yet
) ginsome Y - typically, a subgroup provides a high coverage and accuracy in the discovery of
interestingif it is sufficiently large and its statistical char-

> S ; interesting subsets. We also presented the effect of various
acteristics are significantly different from those of the dataheuristics on the behavior of the algorithm. We presented

ts;tmass oi \(’i\gh;ﬂ%' r-g;e ?gbgggﬁtgi%?]”ft:rmsalg?ns_tl(%)dr;fcfﬁirowan evaluation of the sampling-based algorithm I8B and
group rep ' howed that the algorithm captures high impact interesting

of what mak_es a suk_)groqp interesti_ng; and (i) search an(iets with very high correctness. We also presented a com-
prune algorithm to identify interesting subgroups among arison of the ISDH and ISDHS algorithms. The inter-

:if;engypothe&s space of all possible subgroups represent sting subsets discovered by the algorithm prove to be very
: insightful for the given data set. Discovery of such subsets

of records can provide insights for improving the involved

Many quality measures are used to evaluate the interes
ingness of subgroups and to prune the search space. Wel
known examples (whe@' is a binary class label) include
binomial test and relative gain, which measure the relative
prevalence of the class labels in the subgroup and the ovey
all population. Other subgroup quality measures includqh
support, accuracy, bias and lift. We use a continuous clasfso
attribute (in contrast to discrete in almost all related work)..
Another new feature of our approach is the use of Student#
t-test as a measure for subgroup quality.

P_usiness processes, e.g. identification of the bottlenecks,
g_entification of the areas for improvement, etc.

As part of the future work, first, we are interested in
strengthening the heuristics, so as to further reduce the
humber of states searched. We are working on extending
e approach to work with continuous heuristics and to use
e full logical power of SQL commands to systematically
rm more complex subsets (e.g., an arbitrary mix of con-
nctions, disjunctions, and negations). One way to extend
e algorithms is to allow expressions of the kiAad € V
for subset formation, which identifies a subset where at-

tribute A; takes any value in a subsgt of its domain.

Initial approaches to subgroup discovery were based on
a heuristic search framework [8], [5], [12]. More re-
cently, several subgroup discovery algorithms adapt well
known classification rule learning algorithms to the task of
subgroup discovery. For example, CN2-SD [4] adapts th
CN2 classification rule induction algorithm to the task of [1]
subgroup discovery, by inducing rules of the foffand —
Class. They use aveighted relative accuracy (WRAjea-
sure to prune the search space of possible rules. Roughly,
WRA combines the size of the subgroup and its accuracy
(difference between true positives and expected true posi—[z]
tives under the assumption of independence betw&eni
and Class). They also propose several interestingness
measures for evaluating induced rules. Some recent work
has adopted well-known unsupervised learning algorithms
to the task of subgroup discovery. [11] adapts the a priori 3]
association rule mining algorithm to the task of subgroup
discovery. The SD-Map algorithm [1] adopts the FP-tree
method for association rule mining to the task of minimum-
support based subgroup discovery. Some sampling base]
approaches to subgroup discovery have also been proposed
[91, [10].

| astly, we are using the algorithms to discover interest-
Ing subsets in the real-life data-sets from different domains
(e.g., employee data).
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