Epigraph and sublevel set

a-sublevel set of f: R" — R:
Co={z edomf| f(z) < a}

sublevel sets of convex functions are convex (converse is false)

epigraph of / : R" — R:
epif = {(z,t) e R"*"' |z € dom f, f(x) <t}

epi f

f is convex if and only if epi f is a convex set
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The conjugate function

the conjugate of a function f is

* . T, ‘X})

") = sw (y'e—f@)) 5‘4?(3 () ’f3\3(
Xédn

f(z)
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Convex functions

examples
e negative logarithm f(z) = —logz
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Definition 22 [Directional derivative|: The directional derivative of f(x)
at X in the direction of the unit vector v is

(x+hv)— fix
D"’f'ix}:iiifhﬂ + h} f(x) (4.12)

provided the limitl exists.

PAGES 231 TO 239 OF
http://www.cse.iitb.ac.in/~cs709/notes/BasicsOfConvexOptimization. pdf

As a special case, when v = u” the directional derivative reduces to the partial

derivative of f with respect to xy. \ &
° 0 O~
o A
D ) =(EHEIA 0 0% 50y

iy

Theorem 57 If f(x) is a differentiable function of x € R™, then [ has a di-
rectional derivative in the direction of any unit vector v, and (J&W

4

no o \
D, f(x) > r}éi:ﬂk / go-*zvof[z) \}4.13}

Definition 23/ [Gradient Vector|: If [ is differentiable function of x € R",
then the gradient of f(x) is the vector function V f(x), defined as:

Vflx)= [.fﬂq (%), [z, (%),.. ., fe., Ii}{}]

The directional derivative of a function f at a point x in the direction of a unit
vector v can be now written as

Db)= VIBV L g (v



Theorem 58 Suppose f is a differentiable function of x € R™. The mazximum
value of the directional derivative Dy f(x) is ||V f(x|| and it is so when v has
the same direction as the gradient vector V f(x).

What does the gradient V f(x) tell you about the function f(x)? We will il-
lustrate with some examples. Consider the polynomial f(x,y,z) = x2y+ 2 sin xy
and the unit vector vi = ﬁ[l, 1,1]7. Consider the point py = (0,1, 3). We will
compute the directional derivative of f at py in the direction of v. To do this, we
first compute the gradient of f in general: V f = [Qr;:y +yzeosy, ¥ 4 rzcosTy, Sin
Evaluating the gradient at a specific point py, Vf(0,1,3) = [3, 0, []]T. The di-
rectional derivative at pg in the direction v is Dy f{0,1,3) = [3, 0, ] V—% [1,1,1]7 =
V3. This directional derivative is the rate of change of f at py in the direction
v: it is positive indicating that the function f increases at py in the direction v.

All our ideas about first and second derivative in the case of a single variable
carry over to the directional derivative.
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Figure 4.12: 10 level curves for the function f(rq,xs) = r1e*2.

Consider the function f(xq, x2) = x1e*2. Figure 4.12 shows 10 level curves
for this function, corresponding to f(xq,x2) = ¢ for ¢ = 1,2,...,10. The idea
behind a level curve is that as you change x along any level curve, the function

value remains unchanged, but as you move x across level curves, the function
value changes.



Theorem 59 Let f : D — R with D € R"™ be a differentiable function. The
gradient Vf evaluated at x* is orthogonal to the tangent hyperplane (tangent
line in case n = 2) to the level surface of [ passing thrrm h x*,

f?“af ta‘Dm‘t ‘W"’”F’a"‘ &t (“197@ > (117

(e

Figure 4.13: The level curves from Figure 4.12 along with the gradient vector

at (2,0). Note that the gradient vector is perpenducular to the level curve
r1e®? =2 at (2,0).

Consider the same plot as in Figure 4.12 with a gradient vector at (2, () as
shown in Figure 4.13. The gradient vector [1, 2]7 is perpendicular to the
tangent hyperplane to the level curve xye*2 = 2 at (2,0). The equation of
the tangent hyperplane is.— 2)+2(z2-0) & 0 and it turns out to be
a tangent line.



Figure 4.14: 3 level surfaces for the function f(xy,x2, 3) = 22+ 3+ 22 with ¢
1,3.5. The gradient at (1, I;1) is orthogonal to the level surface f(xy,x9,x3)
r{ + x5 + 2 =3 at (1,1,1).

The level surfaces for f(xy, x0,x3) = 2%+ 2%+ 3 are shown in Figure 4.14.
The gradient at (1,1,1) is orthogonal to the tangent hyperplane to the
level surface f(aq,xp,x3) = 2% + 22 + x5 = 3 at (1,1,1). The gradient
vector at (1,1,1) is [2, 2, 2] and the tanget hyperplane has the equation
2(e1 — 1)+ 2(x2— 1)+ 2(x3 — 1) = 0, which is a plane in 3D. On the other
hand, the dotted line in Figure 4.15 is not orthogonal to the level surface,
since it does not coincide with the gradient.
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Figure 4.15: Level surface f(xy,x9,x3) = o7 + x5 + 25 = 3. The gradient at
(1,1, 1), drawn as a bold line, is perpendicular to the tangent plane to the level
surface at (1,1, 1), whereas, the dotted line, though passing through (1,1,1) is
not perpendicular to the same tangent plane,




3. Let f(xy,xx3) = x?23x3 and consider the point x" = (1,2,1). We will

4. Consider the function f(x,y,z) =

[E’ -1, - ] 'ﬁ
tive, indicating that the function decreases along the direction of v. Based
on theorem 58, we know that the maximum rate of change of a function

. Let us find the maximum rate of change of the function f(x,y,z) ==
at the point x” = (1,1,1) and the direction in which it occurs. The
gradient at x" is ?Tﬂ{l_l_lj = [2, 3, 4]. The maximum rate of change at

find the equation of the tangent plane to the level surface through xV.

The level surface through x" is determined by setting f equal to its
value evaluated at x"; that is, the level surface will have the equation

rirird = 122%1* = 8. The gradient vector (normal to tangent plane) at

i{l 2.1)
(16, 12, 32]]1. The equation ﬂf the tangent plane at x”, given the normal
vector Vf(x") can be easily written down: Vf(x")?.[x — x"] = 0 which
turns out to be 16(axy — 1) + 12(a2 — 2) +32(x3 — 1) =0, a plane in 3D.

(1,2,1) is ?fl[:::l,r;:g,rrgﬂ{l__ = [Erlrzrq, %rlrzrq,irl rzrq

yf_ —. The directional derivative of [ in

the direction of the vector v = ﬁ[l, 2, 3] at the point 2" = (4,1,1) is

1 g 9T
——11, 2, 3" =
(4,1,1) ‘JH[ |
The directional derivative is nega-

1 T T
-H{-illl U’_[ 2 :j] |:y+:-:’ _{y+z]z: _{y+:-r]3:|

1, 2, 87 = -2

at a point x is given by ||Vf(x)|| and it is in the direction IIT;E%II In
the example under consideration, this maximum rate of change at x" 3
and it 1s in the direction of the vector % [é, —1, —1].

2 '3 4

xV is therefore /29 and the direction of the corresponding rate of change is
ﬁ (2, 3, 4]. The minimum rate of change is —v/29 and the corresponding

direction is —% 12, 3, 4.

29



6. Let us determine the equations of (a) the tangent plane to the paraboloid
P:axy=a3+x35+2at (—1,1,0) and (b) the normal line to the tangent
plane. To realize this as the level surface of a function of three variables, we
define the function f (1, w2, 23) = 1 —3— 23 and find that the paraboloid
— P is the same as the level surface f(xq, 29, x3) = —2. The normal to the
tangent plane to P at x” isin the direction of the gradient vector Vf(x") =
[1,—2,0]" and its parametric equation is [xy, xp, x3] = [~1+¢, 1—2¢, 0].
~ The equation of the tangent plane is therefore (xy +1) — 2(xy — 1) = 0.




Figure 4.17: The paraboloid f(ry,x) = 9 — x? — x2 attains its maximum at
(0,0). The tanget plane to the surface at (0,0, f{0,0)) is also shown, and so is
the gradient vector VF at (0,0, f(0,0)).

We can embed the graph of a function of n variables as the 0-level surface of
a function of n 4+ 1 variables More concretely, if f: D — R, D C R" then we
define F': D' - R, D' =DxRas F(x,z) = f(x)—zwithx € D'. The function
f then corresponds to a single level surface of F' given by F(x,z) = 0. In other
words, the O—level surface of F' gives back the graph of f. The gradient of F
at any point (x, z) is simply, VF(x,2) = [fs,, fens- -+ [z, —1] with the first n
components of VF(x, z) given by the n components of V f(x). We note that the
level surface of F passing through point (x", f(x") is its O-level surface, which
is essentially the surface of the function f(x). The equation of the tangent
hyperplane to the O—level surface of F at the point (x”, f(x") (that is, the
tangent hyperplane to f(x) at the point xg), is VF(x", f(x")7T.[x — x",z —
F(x")]T = 0. Substituting appropriate expression for VF(x"), the equation of
the tangent plane can be written as



=1

or equivalently as, ( o _ [

- (z Foa (x0) (a1 — r?)) T (0) =2

i=1

As an example, consider the paraboloi

— spondin d the poin hich
~ lies on the (-level surface of F'. The gradient VF(x1, x2,2) is |21, —2x2, —1],
which when evaluated at z” = (1,1,7) is [-2, —2, —1]. The equation of the

~ tangent plane to f at 2" is therefore given by —2(x; — 1) — 2(ws — 1)+ 7=2.

the corre-
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Definition 25 [anal maximum|: A fuhction [ of n variables has a local

: mazimum at x" if 3¢ > 0 such that ¥ [|x —x"|| < e. f(x) < f(x"). In

other words, f(x) < f(x") whenever x lies in some circular disk around

xV

Definition 26 [Lnnal minimum]|: A function f of n variables has a local
minimum at x" if 3¢ > 0 such that ¥ ||x — xX"|| < e f(x) > f(x"). In
- other words, f(x) > f(x") whenever x lies in some circular disk around
x".




Definition 29 [Global maximum]|: A function [ of n variables, with domain
D C R™ has an absolute or global maximum at x" if ¥V x € D, f(x) <

f(x").

Definition 30 [Global minimum]|: A function f of n variables, with domain
D C R has an absolute or global minimum at x" if ¥V x € D, f(x) =

F(x").

k(g \\\\\\@\ i
Al .1‘1%%&\““‘:?‘4{%*

1eure 4.16: (o .x0) = 305 — ot —2x T~. showin 12 various loc
Figure 4.16: Plot of f(xy,x5) = 323 — 2} — 2235 + 3, sho the various local
maxima and minima of the function.

Theorem 60 If f(x) defined on a domain D C R™ has a local mazimum
or minimum at x* and if the first-order partial derivatives erist at x*, then
fe,(x*) =0 forall1 <i < n.



Definition 27 [Critical point|: A point x* is called a critical point of a func-
tion f(x) defined on D C R" if

1. If f;,(x*) =0, for1 <i<n.
2. OR f..(x*) fails to exist for any 1 < i < n.

A procedure for computing all critical points of a function f is:

1. Compute f,. for 1 <i<n.

2. Determine if there are any points where any one of f,. fails to exist. Add
such points (if any) to the list of critical points.

3. Solve the system of equations f,, = 0 simultaneously. Add the solution
points to the list of saddle points.

Definition 28 [Saddle point]: A point x* is called a saddle point of a func-
tion f(x) defined on D T R"™ if x* is a critical point of f but x* does not
correspond to a local marimum or minimum of the function.



Theorem 61 Let f: D — R where D CR™. Let f(x) have continuous partial
derivatives and continuous mized partial derivatives in an open ball R containing
a point x* where Vf(x*) = 0. Let V*f(x) denote an n X n matriz of mized
partial derivatives of f evaluated at the point x, such that the ijt" entry of the
matriz s fr,.;. The matriz V2f(x) is called the Hessian matriz. The Hessian
matriz is symmetric®. Then,

o [fV?f(x*) is positive definite, x* is a local minimum.

o If V2f(x*) is negative definite (that is if —=V2f(x*) is positive definite),
x* is a local maximum.

Proof: Since the mixed partial derivatives of f are continuous in an open ball
containing R containing x* and since V* f(x*) > 0. it can be shown that there
exists an € > 0, with B(x*,€) C R such that for all ||h|| <€, VZf(x* +h) = 0.
Consider an increment vector h such that (x* + h) € B(x*,¢). Define g(t) =
f(x* +th) : [0,1] — R. Using the chain rule,

d

Ii_ T *
L =hT.V[(x" + th)

g (t) = fr(x*+th)

=1

Since f has continuous partial and mixed partial derivatives, ¢’ is a differ-
entiable function of ¢ and

¢"(t) = h'V?f(x* + th)h

Since g and ¢’ are continous on [0, 1] and ¢’ is differentiable on (0, 1), we can
make use of the Taylor’s theorem (45) with n = 1 and a = ( to obtain:

9(1) = 9(0) +4'(0) + 54"(¢



for some ¢ € (0,1). Writing this equation in terms of f gives

f(x*+h) = f(x*)+hTVf(x*) + %hT?Ef[x* +ch)h

We are given that V f(x*) = (. Therefore,

f(x*+h) — f(x*) = %hi"vzf(x* + ch)h

The presence of an extremum of f at x* is determined by the sign of f(x™ +
h) — f(x*). By virtue of the above equation, this is the same as the sign of
H(c) = hTV2f(x* + ch)h. Because the partial derivatives of f are continuous
in R, if H(0) # 0, the sign of H(e) will be the same as the sign of H(0) =
h?'V?f(x*)h for h with sufficiently small components (i.e., since the function
has continuous partial and mixed partial derivatives at (x*, the hessian will
be positive in some small neighborhood around (x*). Therefore, if V*f(x*)
is positive definite, we are guaranteed to have H(0) positive, implying that f
has a local minimum at x*. Similarly, if —V*f(x*) is positive definite, we are
guaranteed to have H(0) negative, implying that f has a local maximum at x*.
[

Theorem 61 gives sufficient conditions for local maxima and minima of func-
tions of multiple variables. Along similar lines of the proof of theorem 61, we
can prove necessary conditions for local extrema in theorem 62.

Theorem 62 Let f : D — R where D C R™. Let f(x) have continuous par-
tial derivatives and continuous mized partial derivatives in an open region R
containing a point x* where Vf(x*) = 0. Then,

o Ifx* is a point of local minimum, V2 f(x*) must be positive semi-definite.

o Ifx* is a point of local mazimum, V* f(x*) must be negative semi-definite
(that is, =V? f(x*) must be positive semi-definite).

The following corollary of theorem 62 states a sufficient condition for a point
to be a saddle point.



The conjugate function

the conjugate of a function f is

fy)= sup (y'z— f(z))

r€dom f

f(x)

v 0, =7 (w)
e f*is convex (even if f is not)

e will be useful in chapter 5

Convex functions

examples
e negative logarithm f(z) = —logz
f*(y) = sup(zy+logx)
z>0
_ [ —1-log(—y) y<O
o 00 otherwise

e strictly convex quadratic f(z) = (1/2)z7Qz with Q € S},

ffly) = Sgp(yTw—(l/Q):vTQw)
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