




- First iteration is just usual proximal gradient descent 
update
     - After that, updates carry some "momentum" 
from previous iterations
     - Example: Conjugate gradient methods: 
Subtracts previous descent direction from the current 
gradient to give a current descent direction that is 
steep but is nearly orthogonal to previous descent 
directions. Pages 317 to 324 of 
http://www.cse.iitb.ac.in/~cs709/notes/BasicsOfConv
exOptimization.pdf. In particular, see Figure 4.55

ACTIVE SET METHOD

http://www.cse.iitb.ac.in/~cs709/notes/quadraticOpt-
PrimalActiveSet.pdf

CUTTING PLANE METHOD 

http://www.cse.iitb.ac.in/~cs709/notes/kellysCuttingPla
neAlgo.pdf
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