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base. A knowledge-base is composed of sentences in a language with a truth
theory (logic), so that someone external to the system can interpret sentences as
statements about the world (semantics). Thus, to express knowledge, we need
a precise, declarative language. By a declarative language, we mean that

1. The system believes a statement S iff it considers S to be true, since one
cannot believe S without an idea of what it means for the world to fulfill

S.

2. The knowledge-based must be precise enough so that we must know, (1)
which symbols represent sentences, (2) what it means for a sentence to be
true, and (3) when a sentence follows from other sentences.

Two declarative languages will be discussed in this chapter: (0 order or)
propositional logic and first order logic.

1.2.1 Propositional Logic

Formal logic is concerned with statements of fact, as opposed to opinions, com-
mands, questions, exclamations etc. Statements of fact are assertions that are
either true or false, the simplest form of which are called propositions. Here are
some examples of propositions:

The earth is flat.
Humans are monkeys.
1+1=2

At this stage, we are not saying anything about whether these are true or false:
just that they are sentences that are one or the other. Here are some examples
of sentences that are not propositions:

Who goes there?
Eat your broccoli.

This statement is false.

It is normal to represent propositions by letters like P, Q,.... For exam-
ple, P could represent the proposition ‘Humans are monkeys.” Often, simple
statements of fact are insufficient to express complex ideas. Compound state-
ments can be combining two or more propositions with logical connectives (or
simply, connectives). The connectives we will look at here will allow us to form
sentences like the following:

It is not the case that P
Pand Q

Por@

PifQ
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The P’s and @’s above are propositions, and the words underlined are the
connectives. They have special symbols and names when written formally:

Statement Formally Name

It is not the case that P -P Negation

P and @ PAQ Conjunction
Por@ PvQ@ Disjunction
PifQ P—Q Conditional

There is, for example, a form of argument known to logicians as the disjunctive
syllogism. Here is one due to the Stoic philosopher Chrysippus, about a dog
chasing a rabbit. The dog arrives at a fork in the road, sniffs at one path and
then dashes down the other. Chrysippus used formal logic to describe this:?

Statement Formally

The rabbit either went down Path A or Path B. PVQ
It did not go down Path A. -P
Therefore it went down Path B. 5Q

Here P represents the proposition ‘The rabbit went down Path A’ and @ the
proposition ‘The rabbit went down Path B.” To argue like Chrysippus requires
us to know how to write correct logical sentences, ascribe truth or falsity to
propositions, and use these to derive valid consequences. We will look at all
these aspects in the sections that follow.

Syntax

Every language needs a vocabulary. For the language of propositional logic, we
will restrict the vocabulary to the following:

Propositional symbols: PQ,...
Logical connectives® : AV, —
Brackets: (,)

The next step is to specify the rules that decide how legal sentences are to be
formed within the language. For propositional logic, legal sentences or well-
formed formule (wifs for short) are formed using the following rules:

1. Any propositional symbol is a wif;

2. If v is a wif then -« is a wif; and

3There is no suggestion that the principal agent in the anecdote employed similar means
of reasoning.
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3. If @ and B are wifs then (a A 8), (a Vv 8), and (« <« () are wifs.

Wils consisting simply of propositional symbols (Rule 1) are sometimes called
atomic wifs and others compound wffs Informally, it is acceptable to drop out-
ermost brackets. Here are some examples of wifs and ‘non-wifs’:

Formula Comment
(=P) Not a wff. Parentheses are only allowed

with the connectives in Rule 3

-—P P is wff (Rule 1),
—P is wff (Rule 2),
. =P is wif (Rule 2)

(P<—(QAR)) P,Q, R are wffs (Rule 1),
- (Q A R) is a wff (Rule 3),
o (P~ (QAR)) is a wff (Rule 3)

P—(QAR) Not a wff, but acceptable informally

(P)A (@) Not a wff. Parentheses are only allowed

with the connectives in Rule 3

(PAQAR) Not a wff. Rule 3 only allows two symbols

within a pair of brackets

One further kind of informal notation is widespread and quite readable. The
conditional (P« ((Q1 A Q2)...Qy))) is often written as (P «— Q1,Q2,...Qn)
oreven P — Q1,Qs,...Qn.

It is one thing to be able to write legal sentences, and quite another matter
to be able to assess their truth or falsity. This latter requires a knowledge of
semantics, which we shall look at shortly.

Normal Forms

Every formulae in propositional logic is equivalent to a formula that can be
written as a conjunction of disjunctions. That is, something like (AV B) A (C'V
D) A ---. When written in this way the formula is said to be in conjunctive
normal form or CNF. There is another form, which consists of a disjunction of
conjunctions, like (AAB)V (CAD)V---, called the disjunctive normal form or
DNF. In general, a formula F' in CNF can be written somewhat more cryptically
as:

and a formula G in DNF as:
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G =

n
1=

m
A Lii
j=1

Here, \/ F; is short for Fy V F5 V -+ and A F; is short for F; A Fo A---. In
both CNF and DNF forms above, the L; ; are either propositions or negations
of propositions (we shall shortly call these “literals”).

1

Semantics

There are three important concepts to be understood in the study of semantics
of well-formed formulee: interpretations, models, and logical consequence.
Interpretations

For propositional logic, an interpretation is simply an assignment of either true
or false to all propositional symbols in the formula. For example, given the wff
(P — (Q A R)) here are two different interpretations:

P Q R
I true false true
I : false true true

You can think of I; and I as representing two different ‘worlds’ or ‘contexts’.
After a moment’s thought, it should be evident that for a formula with N
propositional symbols, there can never be more than 2V possible interpretations.

Truth or falsity of a wif only makes sense given an interpretation (by the
principle of bivalence, any interpretation can only result in a wif being either
true or false). Clearly, if the wif simply consists of a single propositional symbol
(recall that this was called an atomic wif), then the truth-value is simply that
given by the interpretation. Thus, the wiff P is true in interpretation I; and
false in interpretation Is. To obtain the truth-value of compound wifs like
(P «— (Q A R)) requires a knowledge the semantics of the connectives. These
are usually summarised in a tabular form known as truth tables. The truth
tables for the connectives of interest to us are given below.

Negation. Let o be a wif>. Then the truth table for - is as follows:

« e
false | true
true | false

Congunction. Let o and 8 be wifs. The truth table for (a A ) is as follows:

5We will use Greek characters like «, 3 to stand generically for any wff.
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o 8 (a N P)

false false false

false true false
true false false

true  true true

Disjunction. Let « and (8 be wifs. The truth table for (a V ) is as follows:

o I} (aVB)

false false false

false true true

true false true

true true true

Conditional. Let o and 8 be wifs. The truth table for (o < 3) is as follows:

o B | (a<p)
false false true
false  true false
true false true
true  true true

We are now in a position to obtain the truth-value of a compound wff. The
procedure is straightforward: given an interpretation, we find the truth-values
of the smallest ‘sub-wffs’ and then use the truth tables for the connectives to
obtain truth-values for increasingly complex sub-wiffs. For (P « (Q A R)) this
means:

1. First, obtain the truth-values of P, @, R using the interpretation;

2. Next, obtain the truth-value of (Q A R) using the truth table for ‘Con-
junction’ and the truth-values of @ and R (Step 1); and

3. Finally, obtain the truth-value (P <« (@ A R)) using the truth table for
‘Conditional” and the truth-values of P (Step 1) and (Q A R) (Step 2).

For the interpretations I; and I earlier these truth-values are as follows:

P Q@ R | (QAR) | (P—(QAR))

Iy : true false true false true

I, : false true true true false

Thus, (P < (Q A R)) is true in interpretation I; and false in I.
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Models

Every interpretation (that is, an assignment of truth-values to propositional
symbols) that makes a well-formed formula true is said to be a model for that
formula. Take for example, the two interpretations I; and I, above. We have
already seen that Iy is a model for (P < (Q A R)); and that I, is not a model
for the same formula. In fact, I is also a model for several other wifs like: P,
(PAR), (QVR), (P — Q), etc. Similarly, I5 is a model for Q, (QAR), (PVQ),
(Q < P), etc.

As another example, let {P,Q, R} be the set of all atoms in the language,
and «a be the formula ((P A Q) < (R — Q)). Let I be the interpretation that
makes P and R true, and @ false (so I = {P, R}). We determine whether « is
true or false under I as follows:

1. P is true under I, and @ is false under I, so (P A Q) is false under I.
2. R is true under I, @ is false under I, so (R — Q) is false under 1.
3. (PAQ) and (R — Q) are both false under I, so « is true under I.

Since « is true under I, I is a model of a. Let I’ = {P}. Then (P A Q) is
false, and (R — @) is true under I’. Thus « is false under I, and I’ is not a
model of a.

The definition of model can be extended to a set of formuleae; an interpretation
1 is said to be a model of a set of formulae X if I is a model of all formule o € 3.
> is then said to have I as a model. We will offer an example to illustrate
this extended definition. Let ¥ = {P,(Q V I),(Q — R)}, and let I = {P, R},
I' ={P,Q, R}, and I” = {P,Q} be interpretations. I and I’ satisfy all formulas
in ¥, so I and I’ are models of ¥.. On the other hand, I” falsifies (Q — R), so
I” is not a model of X.

At this point, we can distinguish amongst two kinds of formulae:

1. A wif may be such that every interpretation is a model. An example is
(PV—P). Since there is only one propostional symbol involved (P), there
are at most 2! = 2 interpretations possible. The truth table summarising
the truth-values for this formula is:

P P | (Pv-P)

I : false true true

I, : true false true

(P V —P) is thus true in every possible ‘context’. Formule like these, for
which every interpretation is a model are called wvalid or tautologies

2. A wif may be such that none of the interpretations is a model. An example
is (P A —P). Again there is only one propostional symbol involved (P),
and thus only two interpretations possible. The truth table summarising
the truth-values for this formula is:
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P P | (PA-P)

I : false true false

I : true false false

(P A —P) is thus false in every possible ‘context’. Formulee like these,
for which none of the interpretations is a model are called unsatisfiable or
tnconsistent

Finally, any wiff that has at least one interpretation as a model is said to be
satisfiable.
Logical Consequence

We are often interested in establishing the truth-value of a formula given that
of some others. Recall the Chrysippus argument:

Statement Formally
The rabbit either went down Path A or Path B. PvQ@
It did not go down Path A. -P
Therefore it went down Path B. S Q

Here, we want to establish that if the first two statements are true, then the third
follows. The formal notion underlying all this is that of logical consequence. In
particular, what we are trying to establish is that some well-formed formula «
is the logical consequence of a conjunction of other well-formed formulae 3 (or,
that X logically implies ). This relationship is usually written thus:

YEa
¥ being the conjunction of several wifs, it is itself a well-formed formulaS. Log-
ical consequence can therefore also be written as the following relationship be-
tween a pair of wifs:

(BLAB2)...0n) Fa

It is sometimes convenient to write ¥ as the set {81, 52, ..., s} which is un-
derstood to stand for the conjunctive formula above. But how do we determine
if this relationship between Y and a does indeed hold? What we want is the
following: whenever the statements in ¥ are true, a must also be true. In formal
terms, this means: ¥ = « if every model of ¥ is also model of c. Decoded:

6There is therefore nothing special needed to extend the concepts of validity and unsatisfi-
ability to conjunctions of formulee like X. Thus, ¥ is valid if and only if every interpretation is
a model of the conjunctive wff (in other words, a model for each wiff in the conjunction); and
it is unsatisfiable if and only if none of the interpretations is a model of the conjunctive wif.
It should be apparent after some reflection that if ¥ is valid, then all logical consequences of
it are also valid. On the other hand, if ¥ is unsatisfiable, then any well-formed formula is a
logical consequence.



1.2. LOGIC 23

e Recall that a model for a formula is an interpretation (assignment of truth-
values to propositions) that makes that formula true;

e Therefore, a model for ¥ is an interpretation that makes ((81 A 52) ... Gn)
true. Clearly, such an interpretation will make each of 31, 32, ..., B, true;

o Let I1,15,...,I; be all the interpretations that satisfy the requirement
above: that is, each is a model for ¥ and there are no other models for
Y (recall that if there are N propositional symbols in ¥ and « together,
then there can be no more than 2 such interpretations);

e Then to establish ¥ | a, we have to check that each of Iy, I, ..., I is
also a model for « (that is, each of them make « true).

The definition of logical entailment can be extended to the entailment of sets
of formule. Let ¥ and I' be sets of formulas. Then I' is said to be a logical
consequence of ¥ (written as ¥ =T, if ¥ | «, for every formula o € T. We
also say ¥ (logically) implies T

We are now in a position to see if Chrysippus was correct. We wish to see
if (PVQ)A-P)E Q. From the truth tables on page 19, we can construct a
truth table for ((PV Q) A =P):

P Q | (PVQ)| P | (PVQ)A-P)
I; . false false false true false
I, : false true true true true
I3: true false true false false
Iy: true true true false false

It is evident that of the four interpretations possible only one is a model for
((PV Q) A—P), namely: I. Clearly I is also a model for Q). Therefore, every
model for ((PV Q) A—P) is also a model for Q7. It is therefore indeed true that
((PVQ)A-P) E Q. In fact, you will find you can ‘move’ formule from left to
right in a particular manner. Thus if:

(PVQ)A-P)EQ
then the following also hold:

(PVQ)E(Q«<-P) and -PE(Q<—(PVQ)

These are consequences of a a more general result known as the deduc-
tion theorem, which we look at now. Using a set-based notation, let ¥ =
{B1,82,.--,Bi,---,0n} Then, the deduction theorem states: .

7Although I4 is also a model for Q, the test for logical consequence only requires us to
examine those interpretations that are models of ((P V Q) A =P). This precludes I4.
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YEa if and only if ¥ —{6;} E (o < 5)

Why is this so? Consider first the case that ¥ = «. That is, every model of ¥ is
a model of a. Now assume ¥ — {3;} & (o « ;). That is, there is some model,
say M, of ¥ — {3;} that is not a model of (o < ;). That is, 3; is true and « is
false in M. That is M is a model for ¥ —{3;} and for 3;, but not a model for «.
In other words, M is a model for ¥ but not a model for « which is not possible.
Therefore, if ¥ = « then ¥ — {#;} ¥~ (a < ;). Now for the “only if” part.
That is, let ¥ — {#;} = (a < ;). We want to show that ¥ = a. Once again,
let us assume the contrary (that is, 3 [~ «. This means there must be a model
M for ¥ that is not a model for a. However, since ¥ = {31, fa,...,08i,---,0n},
M is both a model for ¥ — {8;} and a model for each of the 3;. So, M cannot
be a model for (a < ;). We are therefore in a position that there is a model
M for ¥ — {f;} that is not a model of (a « (3;), which contradicts what was
given.

The deduction theorem isn’t restricted to propositional logic, and holds for first-
order logic as well. It can be invoked repeatedly. Here is an example of using it
twice:

Y E o« if and only if ¥ —{3;,8;} E (o — (8 AG)))
With Chrysippus, applying the deduction theorem twice results in:

{(PVQ),-P}EQ ifand only if 0 = (Q — (PVQ)A—P))

) E (@« (PVQ)A-P)) then every model for (§ must be a model for
(Q «— ((PV Q) A—P)). By convention, every interpretation is a model for (8.
It follows that every interpretation must be a model for (Q «— ((PV Q) A—P)).
Recall that this is just another way of stating that (Q «— ((PV Q) A =P)) is
valid (page 21)°.

What is the difference between the concepts of logical consequence denoted
by = and the connective — in a statement such as ¥ = I'? where, ¥ = {(P A
Q),(P— R)}and T = {P,Q, R}? And how do these two notions of implication
relate to the phrase ‘if....then’, often used in propositions or theorems? We
delineate the differences below:

1. The connective — is a syntactical symbol called ‘if ... then’ or ‘implication’,
which appears within formulee. The truth value of the formula (o — &)

8That is, we take the empty set to denote a distinguished proposition True that is true
in every interpretation. Correctly then, the formula considered is not ((81 A 82)...[08xn))) but
(True A ((B1 A B2) -..- 6n)))-

9To translate declarative knowledge into action (as in the case of the dog from Chrysippus’s
anecdote), one of two possible strategies can be adopted. The first is called ‘Negative selection’
which involves excluding any provably futile actions. The second is called ‘Positive selection’
which involves suggesting only actions that are provably safe. There can be some actions that
are neither provably safe nor provably futile.
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depends on the particular interpretation I we happen to be considering:
according to the truth table, (o — &) is true under [ if « is false under I
and/or & is true under I; (o — &) is false otherwise.

. The concept of ‘logical consequence’ or ‘(logical) implication’, denoted by

"=’ describes a semantical relation between formulee. It is defined in terms
of all interpretations: ’« |= £’ is true if every interpretation that is a model
of a, is also a model of €.

. The phrase ’if. .. then’, which is used when stating, for example, propo-

sitions or theorems is also sometimes called ’implication’. This describes
a relation between assertions which are phrased in (more or less) natural
language. It is used for instance in proofs of theorems, when we state that
some assertion implies another assertion. Sometimes we use the symbols
"7 or . =’ for this. If assertion A implies assertion B, we say that B is a
necessary condition for A (i.e., if A is true, B must necessarily be true),
and A is a. Ilufficient condition for B (i.e., the truth of B is sufficient to
make A true). In ("tum A implies B, and B implies A, we write " A iff B”,
where ’iff” abbreviates "if, and only if’.

Closely related to logical consequence is the notion of logical equivalence. A

pair of wifs @ and 3 are logically equivalent means:

alEpL and fE«

This means the truth values for o and § are the same in all cases, and is usually
written more concisely as:

a=p

Examples of logically equivalent formulae are provided by De Morgan’s laws:

—(aVB)=-aA-3

—(aAB)=-aVv -3

Also, if True denotes the formula that is true in every interpretation and False
the formula that is false in every interpretation, then the following equivalences
should be self-evident:

a = (a A True)

a = (aV False)
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More on the Conditional

We are mostly concerned with rules that utilise the logical connective <. This
makes this particular connective more interesting than the others, and it is worth
noting some further details about it. Although we will present these here using
examples from the propositional logic, the main points are just as applicable to
formule in the predicate logic.

Recall the truth table for the conditional from page 20:

a Ié; (a — B)
false false true
false true false
true false true
true  true true

There is, therefore, only one interpretation that makes (o «<— ) false. This may
come as a surprise. Consider for example the statement:

The earth is flat < Humans are monkeys

An interpretation that assigns false to both ‘The earth is flat’ and ‘Humans are
monkeys’ makes this statement ¢rue (line 1 of the truth table). In fact, the only
world in which the statement is false is one in which the earth is not flat, and
humans are monkeys'?. Consider now the truth table for (a V —3):

! B | =B | (aVv-p)
false false | true true
false true | false false
true false | true true
true  true | false true

It is evident from these truth tables that every model for (o < () is a model
for (a v =) and vice-versa. Thus:

(@ = p)=(aVv-ph)
Thus, the conditional:
(Fred is human < (Fred walks upright A Fred has a large brain))

is equivalent to:

10The unusual nature of the conditional is due to the fact that it allows premises and
conclusions to be completely unrelated. This is not what we would expect from conditional
statements in normal day-to-day discourse. For this reason, the «— connective is sometimes
referred to as the material conditional to distinguish it from a more intuitive notion.



1.2. LOGIC 27

(Fred is human V — (Fred walks upright A Fred has a large brain))
Or, using De Morgan’s Law (page 25) and dropping some brackets for clarity:
Fred is human V — Fred walks upright V — Fred has a large brain

In this form, each of the premises on the right-hand side of the the original
conditional (Fred walks upright, Fred has a large brain) appear negated in the final
disjunction; and the conclusion (Fred is human) is unchanged. For a reason that
will become apparent later we will use the term clauses to denote formulae that
contain propositions or negated propositions joined together by disjunction (V).
We will also use the term literals to denote propositions or negated propositions.
Clauses are thus disjunctions of literals.

It is common practice to represent a clause as a set of literals, with the
disjunctions understood. Thus, the clause above can be written as:

{ Fred is human, — Fred walks upright, — Fred has a large brain }

The equivalence o <+ [ = « V —f also provides an alternative way of pre-
senting the deduction theorem.
On page 23 the statement of this theorem was:

YEa if and only if ¥ — {8} E (o < )

This can now be restated as:

YEa if and only if ¥ —{5;} E (aV —4;)

The theorem thus operates as follows: when a formula moves from the left of =
to the right, it is negated and disjoined (using V) with whatever exists on the
right. The theorem can also be used in the “other direction”: when a formula
moves from the right of |= to the left, it is negated and conjoined (using A or U
in the set notation) to whatever exists on the left. Thus:

Y E (aVv—p) if and only if XU {-a} E —p

A special case of this arises from the use of the equivalence o = (a V False)
(page 25):

Y a if and only if ¥ | (aV False) if and only if ¥ U {-a} = False

The formula False is commonly written as O and the result above as:

YEa if and only if YU {-a} 0O

The conditional (« < () is sometimes mistaken to mean the same as (A f).
Comparison against the truth table for (o A 3) shows that these two formulee
are not equivalent:
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o B | (anp)

false false false

false true false
true false false

true  true true

There are a number of ways in which (o « () can be translated in English.
Some of the more popular ones are:

If 8, then « a, if g8 0 implies «

0 only if « 0 is sufficient for « « is necessary for

All B’s are o’s

Note the following related statements:

Conditional (a < 0)

Contrapositive (=8 — )
It should be easy to verify the following equivalence:
Conditional = Contrapositive (a0 — B) = (-« —a)

Errors of reasoning arise by assuming other equivalences. Consider for example
the pair of statements:

S1 : Fred is an ape < Fred is human
Ss : Fred is human < Fred is an ape

So is the sometimes called the converse of S;. An interpretation that assigns
true to ‘Fred is an ape’ and false to ‘Fred is human’ is a model for S; but not
a model for S;. The two statements are thus not equivalent.

More on Normal Forms

We are now able to state two properties concerning normal forms:

1. If F is a formula in CNF and G is a formula in DNF, then —F is a
formula in DNF and -G is a formula in CNF. This is a generalisation of
De Morgan’s laws and can be proved using the technique of mathematical
induction (that is, show truth for a formula with a single literal; assume
truth for a formula with n literals; and then show that it holds for a
formula with n 4 1 literals.)
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2. Every formula F' can be written as a formula F in CNF and a formula F5
in DNF. It is straightforward to see that any formula F' can be written as
a DNF formula by examining the rows of the truth table for F' for which
F' is true. Suppose F' consists of the propositions A1, As, ..., A,. Then
each such row is equivalent to some conjunction of literals Ly, Lo, ..., L,,
where L; is equal to A; if A; is true in that row and equal to —A; otherwise.
Clearly, the disjunction of each row for which F' is true gives the DNF
formula for F'. We can get the corresponding CNF formula G by negating
the DNF formula (using the property above), or by examining the rows
for which F' is false in the truth table.

It should now be clear that a CNF expression is nothing more than a conjunction
of a set of clauses (recall a clause is simply a disjunction of literals). It is therefore
possible to convert any propositional formula F into CNF—either using the
truth table as described, or using the following procedure:

1. Replace all conditionals statements of the form A « B by the equivalent
form using disjunction (that is, A V =B). Similarly replace all A < B
with (AV =B) A (mAV B).

2. Eliminate double negations (——A replaced by A) and use De Morgan’s
laws wherever possible (that is, =(A A B) replaced by (=A V —B) and
—(A V B) replaced by (—A A =B)).

3. Distribute the disjunct V. For example, (A V (B A C)) is replaced by
(AVB)A(AV ().

An analogous process converts any formula to an equivalent formula in DNF. We
should note that during conversion, formulae can expand exponentially. How-
ever, if only satisfiability should be preserved, conversion to CNF formula can
be done polynomially.

Inference

Enumerating and comparing models is one way of determining whether one
formula is a logical consequence of another. While the procedure is straightfor-
ward, it can be tedious, often requiring the construction of entire truth tables.
A different approach makes no explicit reference to truth values at all. Instead,
if « is a logical consequence of ¥, then we try to show that we can infer or
derive o from ¥ using a set of well-understood rules. Step-by-step applica-
tion of these rules results in a proof that deduces that « follows from ¥. The
rules, called rules of inference, thus form a system of performing calculations
with propositions, called the propositional calculus''. Logical implication can
be mechanized by using a propositional calculus. We will first concentrate on a
particular inference rule called resolution.

1n general, a set of inference rules (potentially including so called logical axioms) is called
a calculus.



30 CHAPTER 1. SETS, RELATIONS AND LOGIC

Resolution

Before proceding further, some basic terminology from proof theory may be
helpful (this is not specially confined to the propositional calculus). Proof theory
considers the derivability of formulae, given a set of inference rules R. Formulae
given initially are called axioms and those derived are theorems. That formula
« is a theorem of a set of axioms X using inference rules R is denoted by:

El—ROé

When R is obvious, this is simply written as ¥ - «. The axioms can be valid
(that is, all interpretations are models), or problem-specific (that is, only some
interpretations may be models). The axioms together with the inference rules
constitute what is called an inference system. The axioms together with all the
theorems that are derivable from it is called a theory. A theory is said to be
inconsistent if there is a formula « such that the theory contains both o and
“a.

We would like the theorems derived to be logical consequences of the axioms
provided. For, if this were the case then by definition, the theorems will be true
in all models of the axioms (recall that this is what logical consequence means).
They will certainly be true, therefore, in any particular ‘intended’ interpretation
of the axioms. Ensuring this property of the theorems depends entirely on the
inference rules chosen: those that have this property are called sound. That is:

if ¥ Fr a then ¥ E «

Some well-known sound inference rules are:

Modus ponens: {f,a « 8} F «
Modus tollens:  {—a,a « B} + =

Theorems derived by the use of sound inference rules can be added to the original
set of axioms. That is, given a set of axioms ¥ and a theorem « derived using
a sound inference rule, ¥ =X U {a}.

We would also like to derive all logical consequences of a set of axioms and
rules with this property at said to be complete:

if ¥ = « then ¥ Fg «

Axioms and inference rules are not enough: we also need a strategy to select and
apply the rules. An inference system (that is, axioms and inference rules) along
with a strategy is called a proof procedure. We are especially interested here in a
special inference rule called resolution and a strategy called SLD (the meaning
of this is not important at this point: we will come to it later). The result is a
proof procedure called SLD-resolution. Here we will simply illustrate the rule
of resolution for manipulating propositional formulae, and use an unconstrained
proof strategy. A description of SLD will be left for a later section.

Suppose we are given as axioms the conditional formule (using the informal
notation that replaces A with commas):
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(1 : Fred is an ape < Fred is human

B2 : Fred is human « Fred walks upright, Fred has a large brain
Then the following is a theorem resulting from the use of resolution:
« : Fred is an ape <« Fred walks upright, Fred has a large brain

That « is indeed a logical consequence of 3 A B2 can be checked by constructing
truth tables for the formulse: you will find that every interpretation that makes
81 A B2 true will also make « true. More generally, here is the rule of resolution
when applied to a pair of conditional statements:

{(PHQla"'aQia"'Qn% (Q’LHR17RTH)} F
P(_le'"7Qi—1aR17~"Rm7Qi+17"'7Qn

The equivalence from page 26 (a < [ = aV—() allows resolution to be presented
in a different manner (we have taken the liberty of dropping some brackets here):

{(PV=QiV...mQiV...V=Qy), (QiV-RiV...V-R,)} F
PV=QiV...V=Qi 1 V-RV...V=RpV=Qis1V...V-Qy,

On page 27, we introduced the terms clauses and literals. Thus, resolution
applies to a pair of ‘parent’ clauses that contain complementary literals —L and
L. The result (the ‘resolvent’) is a clause containing all literals from each clause,
except the complementary pair. Or, more abstractly, let C; and Cs be a pair of
clauses, and let L € Cy and =L € Cy. Then, the resolvent of C7 and Cs is the
clause:

R=(Ci—{L}) U(Cy —{~L})

Resolution of a pair of unit clauses—those that contain just single literals L
and —L—results in the the empty clause'?, or O, which means that the parent
clauses were inconsistent.

We can show that resolution is a sound inference rule.

Theorem 6 Suppose R is the resolvent of clauses Cy and Cs. That is, {C1,Ca} F
R. The resolution is sound, that is, {C1,C2} = R.

Proof:: We want to show that if C; and Cs are true and R is a resolvent of
C1 and Cy then R is true. Let us assume Cq and Cs are true, and that R was
obtained by resolving on some literal L in C7 and C5. Further, let C; = CV L

12Note the difference between an empty clause O and empty set of clauses {}. An interpre-
tation I logically entails C' iff there exists an | € C such that I |=1. I logically entails X if for
all C € 3, I E C. Thus, by definition, for all interpretations I, I = O and I = {O}, whereas

IE{).



