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Abstract

Word Sense Disambiguation is a difficult problem to
solve in the unsupervised setting. This is because in
this setting inference becomes more dependent on the
interplay between different senses in the context due
to unavailability of learning resources. Using two ba-
sic ideas, sense dependency and selective dependency,
we model the WSD problem as a Maximum A Posteri-
ori (MAP) Inference Query on a Markov Random Field
(MREF) built using WordNet and Link Parser or Stanford
Parser. To the best of our knowledge this combination
of dependency and MREF is novel, and our graph-based
unsupervised WSD system beats state-of-the-art system
on SensEval-2, SensEval-3 and SemEval-2007 English
all-words datasets while being over 35 times faster.

1 Introduction

Word Sense Disambiguation (WSD) is an open problem,
concerned with understanding the sense of a word when
the word has multiple meanings. The problem is important
as it is useful in many other Natural Language Processing
(NLP) tasks like machine translation (Chan, Ng, and Chi-
ang 2007), information extraction (Zhong and Ng 2012) and
question answering (Ramakrishnan et al. 2003). Due to the
difficulty in creating quality sense annotated corpora in ad-
equate amount, there has always been significant interest in
developing unsupervised WSD algorithms.

We have built an entirely unsupervised WSD system
which requires WordNet (Miller 1995), a dependency parser
and Stanford POS Tagger (Toutanova et al. 2003) as knowl-
edge resources. We model the WSD problem as a Maximum
A Posteriori (MAP) Inference Query on a Markov Random
Field (MRF) (Jordan and Weiss 2002), which is an undi-
rected graphical model. Senses of words in the sentence
form the nodes of this graphical model while the edges are
determined using a dependency parser. We present our re-
sults using two different dependency parsers, Link Parser
(Sleator and Temperley 1993) and Stanford Parser (Marn-
effe, Maccartney, and Manning 2006).

The rest of the paper is divided into the following sec-
tions. Section 2 covers Related Work regarding knowledge-
based and unsupervised WSD and previous attempts using
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graph-based algorithms. Section 3 describes the methodol-
ogy behind our unsupervised approach. Our algorithm is de-
scribed in detail in Section 4. The thought process behind
the development of our algorithm is discussed in Section 5.
The experiments and results are presented in Section 6. Ef-
ficiency and labelling speed of the proposed system is dis-
cussed in Section 7. Section 8 describes the web interface
developed for experiments, visualization, error analysis and
optimization which shall be made open-source. Conclusions
and future work are covered in Section 9.

2 Related Work

In recent times, many graph-based algorithms have been
proposed for unsupervised WSD. Navigli and Lapata (2007)
and Navigli and Lapata (2010) build a subgraph of the entire
lexicon containing vertices useful for disambiguation and
then use graph connectivity measures to determine the most
appropriate senses. Mihalcea (2005) and Sinha and Mihal-
cea (2007) construct a sentence-wise graph, where, for each
word every possible sense forms a vertex. Then graph-based
iterative ranking and centrality algorithms are applied to find
most probable sense. Agirre, Lopez de Lacalle, and Soroa
(2014) use personalised page rank over the graphs generated
using WordNet.

A common recurrent problem in graph-based WSD algo-
rithms is exponential complexity due to pairwise compari-
son of senses of all the words in the sentence. The search
space for a sentence becomes the product of total number of
possible senses of each content word. Due to this exponen-
tial search space, many sub-optimal and approximate tech-
niques have been used. Patwardhan, Banerjee, and Peder-
sen (2003) use sub-optimal word-by-word greedy technique,
while approximate techniques such as Simulated Anneal-
ing (Cowie, Guthrie, and Guthrie 1992), Conceptual Den-
sity (Agirre and Rigau 1996) and approximate solutions of
equivalent problems in integer linear programming (Pana-
giotopoulou et al. 2012) have been tried out. Our algorithm
reduces the search space by reducing the number of edges
in the graphical model using a dependency parser, which al-
lows us to exactly calculate the optimal solution unlike the
above methods, and thereby increasing the accuracy of the
system.



3 Basic Methodology
The proposed algorithm is based on two basic ideas.

e Sense dependency: Sense of a word depends on sense of
other words in the sentence, not the words themselves.

e Selective dependency: Sense of a word depends on sense
of only few other words in the sentence, not all.

Sense dependency
We argue that sense of a word should depend on sense of
other words in the sentence, not the words themselves be-
cause it can be misguided by other words in the sentence.
For example, consider the sentence,

“Getting rid of crickets is no game.”
Here, sense of word ‘game’ is

game (frivolous or trifling behaviour) “for actors,

memorizing lines is no game”; “for him, life is all fun

and games”
If we use words in the sentence to determine the sense of a
word, the word ‘game’ will misguide or drift the sense of the
word ’cricket’ towards

cricket (a game played with a ball and bat by two teams

of 11 players; teams take turns trying to score runs)
while its correct sense would be

cricket (leaping insect; male, makes chirping noises by

rubbing the forewings together).

If we use sense of other words to determine the sense of a
word, this sense drift shouldn’t occur.

Since we do not know the sense of any word in the sen-
tence, we need to maximize the joint probability of senses of
all the words in the sentence or in other words, probability
of sense of the sentence rather than probability of senses of
individual words.

Selective dependency

The sense of a word depends on (senses of) other words in
its ‘context’. The ‘context’ of a word is defined to be

context, linguistic context, context of use (discourse
that surrounds a language unit and helps to determine
its interpretation)

Itis very difficult to determine the context of any given word.
Traditionally, in word sense disambiguation techniques, the
sentence in which the word occurs is considered to be its
context. However, sentences are usually long, have many
clauses and may contain words which can cause sense drift.
For example, consider the sentence,

“They were troubled by insects while playing cricket.”
Here, the sense of word ’insect’ is

insect (small air-breathing arthropod)

This will misguide or drift the sense of word ‘cricket’ to-
wards the sense of ’leaping insect’, while its correct sense
would be ’game played with bat and ball’.

Therefore, sense of a word depends on sense of only few
other words in the sentence, not all. We argue that the con-
text of a word depends on the syntactic structure of the sen-
tence. We use a dependency parser to determine context of
all words in the given sentence.

4 Proposed Algorithm

Using both the ideas from the previous section, we con-
clude that the sense of a word depends on senses of few
other words in the sentence. Our goal is to maximize the
joint probability of senses of all the words in the sentence,
given sense dependencies of each word. These sense depen-
dencies are determined using a dependency parser, while
the required joint probability is maximized using Maximum
A Posteriori (MAP) Inference Query on the Markov Ran-
dom Field (MRF) constructed using the dependency parser
and WordNet. Figure 1 shows a block diagram describing
the proposed algorithm. It can be broadly divided into two
parts:-

1. Construction of Markov Random Field (MRF)

2. Maximizing the joint probability using MAP Inference
Query

Construction of Markov Random Field (MRF)

Construction of Markov Random Field requires us to build
the nodes and edges of the undirected graphical model and
then determine their node and edge potentials.

e Determining Nodes and Node Potentials

— The input sentence is passed into the Stanford POS
Tagger to get the POS-tags of each word in the sen-
tence.

— For each content word (nouns, verbs, adjectives and ad-
verbs) in the sentence, a node is created in the Markov
Random Field, denoting the sense of that word. All pos-
sible senses of the corresponding word are the different
values which the node can take.

— Node Potentials denote the probability distribution of
sense of the corresponding word. They are determined
using the frequency of each sense of each of the above
words in the Princeton WordNet.

e Determining Edges and Edge Potentials

— The input sentence is passed into the Link Parser or
Stanford Parser to determine the sense dependencies.

— The dependencies obtained between the content words
form the edges of the Markov Random Field.

— Edge Potentials denote the probability of co-occurrence
of particular senses of two dependent words. They can
be determined using a variety of relatedness measures
given in WordNet::Similarity (Pedersen, Patwardhan,
and Michelizzi 2004) which include HirstStOnge (Hirst
and St-Onge 1998), LeacockChodorow (Leacock and
Chodorow 1998), Lesk (Banerjee and Pedersen 2002),
WuPalmer (Wu and Palmer 1994), Resnik (Resnik
1995), Lin (Lin 1998), Jiang-Conrath (Jiang and Con-
rath 1997) and Path. All these relatedness measures
use the Princeton Wordnet as the knowledge resource.
They are appropriate for edge potentials as the relat-
edness between two synsets indicates their chances of
co-occurrence.
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Figure 1: Block diagram of proposed algorithm

Maximizing the joint probability using MAP
Inference Query

The nouns, verbs, adjectives and adverbs in the input sen-
tence are the set of words to be disambiguated. Let these
words be W = {w;,ws,...w,} and their senses be X =
{1, 29, ...x, }, respectively. Sense of each word z; can take
k; possible values from the set Y; = {y}, yfyff} which
are all the senses of the word w; given its POS tag (de-
termined using Stanford POS Tagger). Here, the Princeton
WordNet is used as the sense inventory for each word. For
example, consider the sentence,

“Cricket is a type of insect.”

The words to be disambiguated are ‘cricket’, ‘is’, ‘type’ and
‘insect’. So, wy = Cricket,wy = is,ws = type,wy =
insect. xq1 1s the sense of the word cricket, it can take two
possible values Y7 = {y1,4?}, given that it is a noun.

Y+ = “leaping insect; male makes chirping noises by
rubbing the forewings together”

y? = “a game played with a ball and bat by two teams

of 11 players; teams take turns trying to score runs”

We define ¥(x;) as the node potential which represents
the probability distribution of word z; over its senses. This
is calculated from the frequency of occurrence of each sense
obtained from WordNet.

U(x; = yi) o frequency(ys') + 1 Va

Now, using Link Parser or Stanford Parser, we get the set
of edges E between elements in X. We define ¥(x;, ;) as
the joint probability distribution between senses of words x;
and x; over the states they can be assigned. Let M be the
relatedness measure used to find relatedness between two
senses.

These node and edge potentials are normalized to set the
total probability to 1. Now, the joint probability distribution
of senses of all words in X over each of its senses Y in a
sentence is given by

U(X) =T(x1,z2...20)
=] v@) ][] Wi z)
T, €X (xi,x5)€E
The problem thus gets transformed into
argmax V(X =Y)
Y

This is the MAP Inference query, which can be exactly
solved in time exponential in tree width of the MRF. Note
that the graph built using our method can only be as big as
the number of words to be disambiguated in the sentence,
but some other methods discussed in Section 2 build a much
larger graph such as a sub-graph of the WordNet itself span-
ning all the words in the sentence. Furthermore, in prac-
tice, the tree width of graph built using our method is much
smaller than even number of words to be disambiguated in a
sentence as dependency parser keeps only useful edges (i.e.
the edges which help in disambiguation) in order to avoid
sense drift. On an average, Link Parser reduces the number
of edges by about 91% on SensEval-2 and SensEval-3 all-
words datasets. Note that we have reduced the complexity
of the maximization problem by using dependency parser to
remove unwanted edges, and this maximization is exact and
optimal unlike other approximate or sub-optimal methods
discussed in Section 2. The effect of this edge reduction on
the labelling speed of our system is quantified in Section 7.

5 Reasoning behind proposed algorithm

This section describes the thought process behind devising
the proposed algorithm.

Why graphical models?

Since we need to maximize the joint probability of occur-
rence of senses of all the words in the sentence, construction
of graphical model is appropriate.

Why undirected?

Directed graphical models are suited for applications where
there is a unilateral cause-effect relationship and the causes
might be independent of one another, which is not the case
with WSD as senses of dependent words affect each other.
Therefore, we use Undirected Graphical Models (which are
generally referred to as Markov Random Fields when sub-
jected to a few assumptions). Sense of each word is rep-
resented as a node in the graph and edges are introduced
to represent dependencies given by dependency parser. Ex-
pressing the WSD problem in such a manner allows us to
leverage the existing algorithms which solve for exact in-
ference in time exponential to the treewidth. Treewidth is
defined as the size of the largest clique in a chordal comple-
tion of a graph. A chordal graph (or triangulated graph) is
one which has no cycles of length greater than 4.



Why dependency parser?

Sense of word depends only on sense of few words in the
sentence, and not all. We need to determine the words whose
senses are dependent on each other. We argue that major-
ity of these sense dependencies are captured in the syntactic
structure of the sentence. Dependency parsers identify the
dependencies between different words in the sentence us-
ing this syntactic structure. We have used two dependency
parsers for our experiments:-

e Link Parser is a syntactic parser based on link grammar,
an original theory of English syntax. It assigns a syntactic
structure to the sentence which contains a set of labelled
links or dependencies connecting pairs of words.

o Stanford Parser is also a syntactic parser which provides
a list of typed dependencies between words in the given
sentence. These dependencies provide a representation of
grammatical relations between words in a sentence.

To understand the importance of dependency parser in
identifying sense dependencies, consider the sentence,

“Bank is a financial institution.”

Here, the word ‘bank’ is connected to the word ‘institution’
by the Link Parser. Hence, the word ‘bank’ is assigned the
following sense

bank (a financial institution that accepts deposits and
channels the money into lending activities)

Now, consider the sentence,
“There is a financial institution near the river bank.”

Here, the word ‘bank’ is not connected to words ‘institution’
or ‘financial’ by the Link Parser. Hence, the word ‘bank’ is
assigned the following sense

bank (sloping land (especially the slope beside a body
of water))

If we do not use Link Parser in the above sentence, i.e. con-
nect senses of all the words to each other, then the sense
of word ‘bank’ drifts to the sense of “a financial institu-
tion”. Therefore, we use the dependencies between words,
obtained using the dependency parser, as the edges in our
undirected graphical model in order to avoid sense drift.

6 Experiments and Results

We have tested our system on the SensEval-2 (Palmer et al.
2001), SensEval-3 (Snyder and Palmer 2004) and SemEval-
2007 (Pradhan et al. 2007) English all-words WSD datasets.
For each sentence in the dataset, we run the proposed al-
gorithm as described in Section 4. We have used the Mat-
lab UGM (Schmidt 2007) package for running the MAP In-
ference Query as it provides an optimal implementation us-
ing junction trees and message passing algorithm. We have
used Path relatedness measure for our experiments. Experi-
ments on subset of datasets showed that the difference due to
choice of relatedness measure is not significant. Our system
always marks a sense to a word to be disambiguated. There-
fore, Precision and Recall are essentially equal. In Table 1
we compare our overall F1 scores with different Systems as

mentioned in Section 2. In Table 2 we report the F1 scores
on different parts of speech. Similar results using both Link
Parser and Stanford Parser, as shown in Table 1, indicate
that our system is not sensitive to the choice of dependency
parser.

System S2AW  S3AW  SO07TAW

Mih05 54.2 52.2
Sinha07 57.6 53.6
Tsatsal0 58.8 57.4
Nav10 52.9 43.1
Agirrel4  59.7 57.9 41.7

MRF-LP  60.5 58.6 50.6
MRF-SP  60.0 58.7 49.0

Table 1: Comparison of F1 scores with state-of-the-art un-
supervised WSD systems on English all-words datasets of
SensEval-2 (S2AW), SensEval-3 (S3AW) and SemEval-
2007 (SO7AW). MRF-LP and MRF-SP correspond to the
proposed system using Link Parser and Stanford Parser, re-
spectively. Best result in each column in bold.

SensEval-2 all-words dataset
All N \" Adj.  Adv.

Mih05 542 575 365 567 709
Sinha07 564 65.6 323 614 602
Agirrel4  59.7 703 403 598 729

MRF-LP 60.5 669 427 632 829

SensEval-3 all-words dataset
All N \" Adj.  Adv.

MihO5 542 575 365 567 100
Sinha07 524 60.5 406 54.1 -
Nav07 - 619 36.1 628 -
Agirrel4 579 653 472 63.6 96.3

MRF-LP 58.6 658 50.1 599 87

SemEval-2007 all-words dataset
Al N v Adj. Adv.
Agirrel4 4177 56.0 353 - -
MRF-LP 50.6 63.8 434 - -

Table 2: Results on different POS tags of English datasets
(F1). Best result in each column in bold.

We would like to highlight some difficulties faced while
calculating the exact accuracies on the datasets used for
comparison. Firstly, we have used WordNet 3.0 for our ex-
periments as it was the latest when we began our experi-
ments, but the original SensEval-2 and SensEval-3 all-words
WSD Tasks were based on WordNet 1.7 and SemEval-2007
was based on WordNet 2.1. Some of the words which need



to be tagged have been removed from WordNet 3.0. This in-
cludes words like anything, something, would, might, etc.
which need not be disambiguated as they are not content
words. Since these words were monosemous in WordNet
1.7, we have counted them as correct in our experiments.

Secondly, some words have been given ”U” tag in the gold
standard of datasets. The ”U” tag stands for unassignable,
which means the sense of the word is not included in the
available senses, or perhaps that the annotators could not
agree. Since, there are 89 such tags in SensEval-2, 34 in
SensEval-3 and 10 in SemEval-2007, they have a consider-
able impact on the overall accuracy. Due to improvements in
WordNet, many of these senses should not be unassignable
using WordNet 3.0 as sense inventory. We report our accura-
cies separately, counting the "U” tags as incorrect, ignoring
them, and counting them as correct, in Table 3. Since previ-
ous works do not mention how they have handled the "U”
tag, we compare our accuracy ignoring the ”U” tag in Ta-
bles 1 and 2.

”U” tag counted as

Incorrect Ignored Correct

MRF-LP

S2AW 58.6 60.5 61.9
S3AW 57.6 58.6 59.3
SO07AW 494 50.6 51.7
MRF-SP

S2AW 58.1 60.0 61.4
S3AW 57.7 58.7 59.4
SO07AW 47.9 49.0 50.1

Table 3: Overall F1 scores on counting ’U” tags as incorrect,
ignored or correct.

7 Edge Reduction and Labelling Speed

As described earlier, using dependency parser, we determine
the sense dependencies, thus removing unwanted edges and
consequently reducing the treewidth of the MRF. Since our
algorithm is exponential to the treewidth, edge reduction im-
proves the speed of the system dramatically. Table 4 shows
the percentage of edges removed by Link Parser and Stan-
ford Parser and the time taken to run MAP Inference Query
on all the sentences of the corresponding datasets. Test 1
and Test 2 are experimental systems which randomly reduce
70% and 60% of the edges, respectively. These experimen-
tal systems are used to quantize the effect of reduction of
edges on the time taken to run the MAP Inference Query. If
the edge reduction is less than 50%, system is unable to run
on long sentences due to memory constraints. Thus, in or-
der to run the exact MAP Inference Query, significant edge
reduction is essential.

Due to this edge reduction, the proposed WSD system
is significantly faster than the state-of-the-art. It labels the
whole SensEval-2 dataset (2473 instances) in 55 seconds us-
ing Stanford Parser, which makes its labelling speed about
2700 instances per minute, while the state-of-the-art sys-

SensEval-2
% Edges Time % Edges Time
System Reduced Taken  Reduced Taken

MRF-LP 9147 6.39s 90.39 5.25s
MREF-SP  87.45 15.2s 84.57 18.2s
Test 1 70.00 70m 70.00 58m
Test 2 60.00 8h31m 60.00 6h46m

SensEval-3

Table 4: Effect of edge reduction on time taken to run the
MAP Query on the dataset. Test 1 and Test 2 are two experi-
mental systems which randomly reduce 70% and 60% of the
edges.

tem (Agirre14) labels 70 instances per minute on SensEval-
2. Table 5 provides a comparison of labelling speeds of
the proposed system with the state-of-the-art. The labelling
speed of the our system is averaged over 100 simulations on
SensEval-2 dataset. Furthermore, SensEval-2 dataset does
not require all the content words to be labelled, but our sys-
tem labels all such words in the dataset, therefore, its ac-
tual labelling speed is even greater than that mentioned in
Table 5. Stanford Parser gives significantly higher labelling
speed as compared to Link Parser potentially because we
have used the Link Parser ported to Java (JLinkGrammar),
rather than the original software developed in C.

Labelling Speed

System CPU Mem  (instances/min)

Agirre14-Best 2.66Ghz  16GB 70
Agirrel4-Fastest 2.66Ghz 16GB 684
MRF-LP 24Ghz 8GB 1144
MRF-SP 24Ghz  8GB 2698

Table 5: Comparison of labelling speed with the state-of-the-
art. Agirrel4-Best refers to PPR 9., system which gives the
best accuracy and Agirrel4-Fastest refers to full graph PPR
system which was the fastest.

8 Web Interface

We have developed a web interface of our Unsupervised
WSD Algorithm for visualizing the sense dependencies cap-
tured by Link Parser or Stanford Parser, error analysis and
parameter optimization. The input and output of the web in-
terface have been discussed in this section. Figure 2 shows a
screen shot of the web interface.

Input
Input options to the web interface include the following:-
1. Query sentence: The sentence to be disambiguated.

2. Dependency Parser: Link Parser or Stanford Parser can be
selected as the dependency parser.

3. Relatedness Measure: The different relatedness measures
available are HirstStOnge, LeacockChodorow, Lesk, Wu-
Palmer, Resnik, JiangConrath, Lin and Path.



Now he wondered if it was worth it, having a screwball for company.

Relatedness Measure: Path s’

Submit

Dependency Parser: Link Parser 4

now: in the historical present at this point in the narration of a series of past

events

was

worth

& company

wonder: place in doubt or express doubtful speculation
be: be identical to be someone or something

worth: having a specified value
l it have: have as a feature

screwball: a pitch with reverse spin that curves toward the side of the plate
from which it was thrown

company: an institution created to conduct business

Figure 2: Screenshot of the web interface

Output
The output to the web interface includes the following:-
1. Tagged Senses of the content words in the sentence.

2. Details of tagged senses can be seen by clicking on the
sense. It includes the POS tag of the word, Sense ID as
given in Princeton WordNet 3.0 and WordNet hyperlink
to possible senses of the word.

3. Dependency Graph: Graph of sense dependencies deter-
mined using Link Parser or Stanford Parser.

9 Conclusion and Future Work

We propose a graph-based unsupervised WSD system which
maximizes the total joint probability of all the senses in the
context. Our algorithm removes unwanted edges in the graph
using Link Parser or Stanford Parser, thus reducing the expo-
nential time complexity of the system. Removal of undesir-
able edges not only limits sense drift, leading to significant
improvement in accuracy, but also has dramatic effects on
the labelling speed of the proposed system. It beats the state-
of-the-art on SensEval-2, SensEval-3 and SemEval-2007 all-
words datasets, while being more than 35 times faster. Link
Parser and Stanford Parser give similar results, showing de-
pendency relations are useful for Word Sense Disambigua-
tion. We have also developed a web interface for experi-
ments, visualization, error analysis, optimization and further
improvements.

In future, we intend to devise intelligent techniques to im-
prove the edges in the graph, as sense dependencies are not
always captured in syntactic structure of the sentence, and

thus not identified by dependency parser. For example, in
the sentence “The man withdrew money from the bank”,
money and bank not related in syntactic structure. Incor-
porating other techniques to find sense dependencies could
lead to further improvement of the algorithm.
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