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ABSTRACT
Conversational systems have shown immense growth in their abil-
ity to communicate like humans. With the emergence of large
pre-trained language models (PLMs) the ability to provide infor-
mative responses have improved significantly. Despite the success
of PLMs, the ability to identify and generate engaging and empa-
thetic responses is largely dependent on labelled-data. In this work,
we design a prompting approach that identifies the emotion of a
given utterance and uses the emotion information for generating
the appropriate responses for conversational systems. We propose
a two-step prompting method that first recognises the emotion in
the dialogue utterance and in the second-step uses the predicted
emotion to prompt the PLM to generate the corresponding em-
pathetic response in a few-shot setting. Experimental results on
three publicly available datasets show that our proposed approach
outperforms the state-of-the-art approaches for both automatic and
manual evaluation.

CCS CONCEPTS
• Natural Language Processing → Dialogue Generation; •
Dialogues→ Text,Emotion; • Deep Learning→ Prompting, Large
Language Models.
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1 INTRODUCTION
Conversational systems have been known to assist humans in their
day-to-day activities [50, 62, 63]. The emergence of Large Language
Models (LLMs) [2, 8, 44, 45, 61] has had a significant impact on
conversational systems, such as chatbots [40, 53, 60] and virtual
assistants. With pre-trained models like GPT-3 [2], developers can
leverage existing knowledge and create conversational systems
that require less manual programming. Overall, the emergence of
LLMs has greatly improved the capabilities and effectiveness of
conversational systems, enabling them to provide more natural and
contextually relevant interactions, as well as making them more
accessible and easier to develop.

In recent years, there has been a growing interest in developing
algorithms and models that can understand and generate emotional
responses in human-machine interactions [15, 16, 20, 47]. One of
the main challenges in emotion classification is that emotions are
complex and multidimensional, and can be expressed in various
ways, such as through language, facial expressions, and physiolog-
ical signals [19, 25, 42, 54, 55]. While emotional response genera-
tion [14, 16, 17, 21, 34, 59, 66] aims at generating responses that are
not only contextually relevant but also emotionally appropriate.
This requires models to understand the emotional state of the user
and generate responses that match their emotional state or change
it if needed. Chatbots and virtual assistants that can detect and
respond to customers’ emotions can help build rapport and trust,
and ultimately improve customer loyalty and retention [18, 22, 36–
38, 41, 58].

Few-shot emotion classification [24] refers to the ability of NLP
models to recognize emotions from text, with limited training exam-
ples. Few-shot dialogue generation [3, 6, 57] extends the capability
to situations where the model has only a few examples of responses
to learn from. Few-shot classification/generation can be useful in
scenarios where training data is limited or where the model needs
to adapt quickly to new or changing emotional expressions. Overall,
few-shot emotion classification and emotional dialogue generation
represent exciting advancements in NLP and conversational AI,
with promising applications in various fields. While there are still
challenges to be addressed, these techniques have the potential to
improve the emotional intelligence of machines, enabling them to
better understand and respond to human emotions.

**The first two authors contributed equally to this work and are jointly first authors.
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Recent advances in prompting [11, 31, 51] have focused on en-
abling language models to perform complex tasks with minimal
or no training examples. Techniques like few-shot [23, 33, 49] and
zero-shot learning [39, 48, 65] allowmodels to generalize from a few
examples or even perform tasks they haven’t been explicitly trained
on. This has significant implications for applications requiring rapid
adaptation to new domains or tasks.

In our current work, we propose the task of jointly identifying
the emotions in conversation followed by the empathetic response
generation in a few-shot setting. For this, we design a two-step pro-
moting approach where we first identify the emotion of the given
sentence and use the emotion as knowledge for the next response
generation. The major contributions of our work are threefold: (i)
we propose the task of jointly performing emotion recognition and
empathetic response generation; (ii) we design a novel multi-step
prompting approach for building empathetic end-to-end dialog sys-
tem; (iii) experimental analysis on three dialogue datasets show that
our proposed approach performs better than the existing methods.

2 RELATEDWORK
There have been several recent advancements in textual emotion
classification in conversations, focusing on understanding and rec-
ognizing emotions expressed within conversational contexts [1,
26, 29, 30, 46]. Kim and Vossen [26] employs a straightforward ap-
proach to capture speaker information and contextual cues in con-
versations. Bao et al. [1] introduces a unique approach to speaker
modeling that considers both intra- and inter-speaker dependencies
dynamically. Additionally, they present a Speaker-Guided Encoder-
Decoder (SGED) framework for Emotion Recognition in Conver-
sations (ERC) that effectively utilizes speaker information during
emotion decoding. Recently, the authors in [4] proposed the pre-
finetuning of speech models on challenging tasks to transfer knowl-
edge to downstream few-shot classification objectives.

Recent advances in empathetic response generation have signifi-
cantly improved the ability of conversational AI models to gener-
ate emotionally appropriate and empathetic responses [12, 32, 43].
Cheng et al. [7] introduces a novel system called MultiESC that
aims to tackle these challenges. To enhance strategy planning, it
draws inspiration from the A* search algorithm and proposes looka-
head heuristics. The authors [27] utilize external knowledge, such
as commonsense knowledge and emotional lexical knowledge, as a
means to explicitly comprehend and convey emotions in empathetic
dialogue generation.

3 APPROACH
Our proposedmulti-step emotion-grounded (MSEG) dialogue prompt-
ing framework is depicted in Figure 1. The MSEG prompting ap-
proach consists of an emotion predictor and a response generator,
both using the same pre-trained LM. The emotion predictor pro-
duces the emotion label to the input utterance having the dialogue
history as context. While the response generator generates empa-
thetic and interactive responses based on the dialogue context and
the predicted emotion.

Emotion Predictor. To avoid the dependency on a large-scale
labeled emotion dataset, we propose a prompt-based emotion clas-
sification approach, which uses a relatively small set of in-context

exemplars (about 10 samples for each emotion) and a pre-trained
LM to predict the appropriate emotion labels as shown in Figure 1.

Sample Selection. We hypothesize that choosing relevant sam-
ples as prompts is the key to achieving correct emotion labels for the
given utterance. Hence, we adopt a query-based sample-selection
method that aims to search related samples from D based on the
input utterance (i.e., query (q)). To ensure that the selected exam-
ples are appropriate to the query, we employ a pre-trained sentence
encoder (SE) [10] to obtain the representation for the query and
each data sample (𝑑𝑖 ) in D. Then, we calculate the similarity be-
tween the query and each sample using the dot product of their
representation as follows:

𝑆𝑖𝑚(𝑞, 𝑑𝑖 ) = 𝑆𝐸 (𝑒 + ℎ)𝑇 .𝑆𝐸 (𝑒𝑖 + 𝐻𝑖 ), (1)

where the input of the SE is a concatenation of the emotion and
dialogue utterance pair in the conversational history. Finally, we
select n samples that have the highest similarity scores to q. This
selection process can be performed effectively since the database is
relatively small.

Emotion Classification. Inspired by the few-shot approach
in Brown et al. [2], feeding the pre-trained LM with correct and
intuitive prompts can allow it to generate relevant emotion labels.
Specifically, the prompt for the 𝑖𝑡ℎ sample (𝑝𝑟𝑜𝑚𝑝𝑡𝑖 , 𝑖 ∈ [1, 𝑛]) is
ℎ∗
𝑖
⇒ 𝑒𝑖

**, and the prompt for the current utterance (𝑝𝑟𝑜𝑚𝑝𝑡𝑐𝑢𝑟𝑟 )
is 𝑡 (𝑈 ∗) ⇒, here we use the ⇒ to guide the LM for generating
the emotion label. Finally, we concatenate the constructed prompts
using \n and feed them into the LM to generate the emotion label:

𝑒′ = 𝐿𝑀 (𝑝𝑟𝑜𝑚𝑝𝑡1\n · · · 𝑝𝑟𝑜𝑚𝑝𝑡𝑛\n𝑝𝑟𝑜𝑚𝑝𝑡𝑐𝑢𝑟𝑟 ) (2)

where 𝑒′ denotes the generated emotion label for the given input
utterance.

Empathetic Response Generation. Finetuning an LM could
lead to overfitting when the finetuning dataset is comparatively
small. Also, one can access the gigantic LMs, like GPT-3 [2] and
Megatron-Turing NLG 530B [56] using only APIs, finetuning them
might not be a feasible solution. Therefore, we propose to circum-
vent the finetuning by prompting the pre-trained LM for the empa-
thetic response generation, which requires a few dialogue examples.
To generate emotional and engaging responses, we focus first on se-
lecting the appropriate samples and then utilize them to effectively
prompt the LM for response generation.

Sample Selection. One of the essential skills for empathetic
response generation is to efficiently leverage the emotional infor-
mation produced in the first stage, in order to make the responses
empathetic. Considering that we can provide the LM with only a
few dialogue samples, it could be difficult for it to learn how to
generate a response based on the given emotion category unless
there is a strong connection between the responses and the emotion
labels that we provide. Concretely, for each example in the database,
we calculate how similar they are to the given emotion label using
the cosine similarity.

Response Generation. Aside from the ability to utilize the pre-
dicted emotion, another essential skill for the response model is to
have the ability to chat based on the dialogue context. To equip our
model with this skill, we focus on constructing intuitive prompts
for the selected examples and feed them into the LM. For prompts
**For example, (I hate being surrounded by such irritating audience.)⇒ Anger.
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Figure 1: Architectural diagram of our proposed MSEG framework

from the selected examples, we use the speaker information (such
as A and B for the DailyDialog dataset) to connect different turns
in the conversational history, and We know that the emotion is: and
the Speaker replies: are used to inculcate the emotion knowledge
and response, respectively. For prompts from the current conversa-
tion (i.e., inputs), we follow the same template except that we keep
the response empty for the pre-trained LM to generate. After the
prompt construction, we concatenate the prompts for selected sam-
ples and the inputs using \n and then feed them into the pre-trained
LM to generate the response.

4 EXPERIMENTAL SETUP
Datasets. We evaluate our model using three emotionally-labeled
datasets: Dailydialog [28], EmotionLines [5] and EmoWOZ [13].
DailyDialog consists of the emotion labels anger, fear, disgust, hap-
piness, sadness, surprise, other. It comprises 11118 dialogues in train
while 1000 dialogues each in validation and test set. EmotionLines is
annotated with Ekman’s six universal emotions (Joy, Sadness, Fear,
Anger, Surprise, and Disgust) Finally, 250 dialogues were sampled
randomly from each of these groups, resulting in the final dataset of
1,000 dialogues. EmoWOZ [13] consists of the emotion categories
neutral, fearful, dissatisfied, apologetic, abusive, excited, satisfied. It
consists of 8825 dialogues in train while 1041 dialogues each in
validation and test set.

Implementation Details. The LMs used for our MSEG model,
and baselines are GPT-style [2] models and are pre-trained using
the toolkit in Shoeybi et al. [52]. PPLM uses dialoGPT-medium,
which has 355 million parameters(335m). The LM in FCM has 357m
parameters. To test how different model sizes affect the perfor-
mance, we evaluate our methods with 126m, 357m, 1.3 billion (1.3b),
and 530 billion (530b) parameters LMs. For the sample selection, we
choose 15 samples for prompting in the emotion prediction module
and 20 samples for the prompting in response generation module.

Evaluation Metrics. For emotion prediction, we use the F1
score while for response generation we calculate the BLEU score,
Rouge-L, and emotion accuracy (EA) in the generated response,
respectively for automatic evaluation. For manual evaluation, we

randomly select two hundred responses from each dataset. Fivewell-
defined metrics are used: fluency, knowledge consistency, context
relevance/coherence, informativeness, and engagingness. Fluency
is assessed to gauge the naturalness and coherence of the generated
response. Emotion consistency is employed to evaluate whether
the generated response utilizes appropriate emotion. Context rel-
evance/coherence is employed to assess the degree to which the
generated response aligns with the given situation or discussion.
Informativeness is utilized to ascertain the level of information
provided by the generated response. Engagingness is employed to
verify if the generated responses align with the user’s conversa-
tional objectives. These metrics are scored on a range of 0 to 5, with
0 indicating errors and 5 denoting the highest quality response.

Baselines. For emotion prediction, we consider the existing
few-shot baseline ProtoSeq [24]. While for response generation, we
consider PPLM [9] that denotes the plug and play language model.
We choose it as a baseline because our MSEG can be considered
as using emotion to control the LM to generate responses, and
PPLM, which does not need finetuning either, can be also used to
control LMs for emotion-guided generation. We follow Madotto
et al. [35] and use dialoGPT [64] for PPLM to enable response
generation. Another baseline, FCM denotes the finetuning-based
conversational model. We use the training dataset of DailyDialog to
finetune the LM. This baseline has the same pipeline as that of our
MSEG. Instead of doing prompting, it uses the ground-truth emotion
labels to guide the FCM for empathetic response generation.

5 RESULTS
Automatic Evaluation Results. In Table 1, we present the results
of automatic evaluation for both the tasks i.e., emotion predic-
tion and emotional response generation on all the three emotion-
annotated datasets. For the emotion prediction task, in comparison
to ProtoSeq [24] our proposed MSEG framework performs signifi-
cantly better for all the datasets. In addition, we see that the MSEG
framework having 530b parameters performs the best as opposed
to the other frameworks having lesser parameters.

For the response generation, we compare with two baselines i.e,
PPLM and FCM. The MSEG framework, as obvious with the most
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Models
DailyDialog EmotionLines EmoWOZ

Emotion Prediction Response Generation Emotion Prediction Response Generation Emotion Prediction Response Generation
E-F1 BLEU Rouge-L EA E-F1 BLEU Rouge-L EA E-F1 BLEU Rouge-L EA

Baselines
ProtoSeq [24] 61.71 - - - 65.69 - - - 63.71 - - -
PPLM [9] - 4.67 9.05 38.71 - 5.01 10.98 39.93 - 4.10 8.32 37.41
FCM - 6.18 10.23 40.56 - 6.91 11.69 42.35 - 5.67 9.76 39.11

Proposed
Approach

MSEG-126m 64.83 9.65 14.81 45.29 68.73 10.87 15.61 47.15 66.83 9.01 13.47 44.01
MSEG-357m 67.71 10.59 15.75 47.19 69.35 11.87 16.91 48.65 68.61 9.88 14.31 46.07
MSEG-1.3b 68.26 11.88 16.49 47.91 71.43 13.11 17.84 49.23 69.16 10.53 15.16 46.75
MSEG-530b 71.64 13.93 18.68 50.37 74.43 15.24 19.71 52.61 73.01 12.76 17.17 49.67

Ablation
Study

MSEG w/o EP - 12.69 16.87 48.61 - 13.32 17.92 49.54 - 11.42 15.39 47.43
MSEG w/o RG 69.85 - - - 72.29 - - - 71.91 - - -

Table 1: Automatic Evaluation Results on three different datasets for both Emotion Prediction and Emotional Response
Generation; here EA: Emotion Accuracy

Models Daily Dialog EmotionLines EmoWOZ
F EC Cr Info Eng F EC Cr Info Eng F EC Cr Info Eng

Baselines
PPLM 1.03 0.69 1.08 1.12 0.98 1.29 0.83 1.11 1.23 1.05 1.31 0.97 1.19 1.44 1.27
FCM 1.29 1.01 1.31 1.31 1.20 1.55 1.41 1.30 1.57 1.39 1.53 1.33 1.42 1.57 1.71

Proposed Approach

MSEG-126m 2.81 2.78 2.35 2.41 2.55 2.80 2.85 2.99 2.89 2.98 2.51 2.21 2.89 2.34 2.55
MSEG-357m 3.11 3.01 2.51 2.79 2.86 3.03 2.79 3.27 3.09 3.21 2.98 2.49 3.11 2.61 2.79
MSEG-1.3b 3.30 3.23 2.77 3.15 3.39 3.24 3.15 3.31 3.53 3.89 3.24 2.78 3.32 2.99 3.03
MSEG-530b 3.63 3.52 3.17 3.45 3.98 4.04 3.75 3.95 4.07 4.11 3.51 3.28 3.13 3.31 3.41

Table 2: Manual evaluation. Here, F, EC, Cr, Info, and Eng refer to fluency, emotion consistency, context relevance/coherence,
informativeness, and engaginess respectively.

Conversation: DailyDialog
- That’s annoying, but nothing to worry about. Just breathe deeply when you feel yourself getting upset.
Emotion from MSEG (530b):
- Disgust
Response from MSEG (530b):
- Yes, I will definitely try to breathe and work on my issues.
Conversation: EmotionLines
- You Liked it? Oh my God! You really like it.
Emotion from MSEG (530b):
- Surprise
Response from MSEG (530b):
- Oh yeah!!! It was amazing I enjoyed every part of the evening like you.
Conversation: EmoWOZ
- I am afraid that’s all I’ve got.
Emotion from MSEG (530b):
- Apologetic
Response from MSEG (530b):
- Don’t be sorry, please could you book me from Petersborough to Cambridge on Saturday.

Table 3: Case studies on different datasets for our best per-
forming MSEG model

number of parameters outperforms all the other variants. In compar-
ison to the PPLM approach, we see a gain of about 5 points in BLEU
score for the MSEG framework with only 126m parameters. While
for the MSEG having 530b parameters the performance improve-
ment is more than 9 and 7 points for PPLM and FCM frameworks
respectively for the DailyDialog dataset. Similar performance gain
is seen for the EmotionLines as well as the EmoWOZ datasets. For
the Rouge-L metric, both the EmotionLines and EmoWOZ datasets
achieves an increase of approximately 8 and 9 points compared to
the fine-tuned model (FCM).

The sole purpose of our work is to build an empathetic conver-
sational model, therefore we also evaluate the emotion accuracy
in the generated responses for all the different datasets. From the
results we see that the generated responses achieve a considerable
accuracy for emotions ensuring an end-to-end approach for the cre-
ation of emotional dialogue system. We also perform the ablation
study of our MSEG framework. The MSEG w/o RG uses the 530b
parameters and we see that there is a decrease in performance for
the emotion prediction task of approximately 2 points all the differ-
ent datasets. Similarly for the MSEG w/o EP there is a significant

drop in all the three metrics such as BLEU, Rouge-L and emotion
accuracy for all the datasets. The ablation study proves that both
the steps is equally significant and enhances the performance of
the overall model.

Manual Evaluation Results. In Table 2, we provide the results
of manual evaluation to verify the quality of the generated response.
From the table, it is evident that the responses generated by the
proposed framework having different parameters are more fluent
compared to the existing PPLM and FCM models for all the three
datasets. Also, the informativeness and coherence metric shows a
jump in scores for DailyDialog, EmotionLines and EmoWOZ indicat-
ing that the generated responses are not only gramatically correct
but also are capable of retaining the information and is coherent
to the ongoing dialogue context. The emotional consistency of the
proposed approach compared to fine-tuned model increases by an
absolute 2.5, 2 and 1.9 points for DailyDialog, EmotionLines and
EmoWOZ datasets respectively. In addition, the engaginess metric
increases signifying the responses are interactive and engaging.

In Table 3, we provide few case studies on our best performing
MSEG framework on all the three datasets. From the Table it is
evident that the MSEG framework is capable of identifying the cor-
rect emotions of the given utterance and also generate an engaging
empathetic and coherent response.

6 CONCLUSION
An empathetic conversational system refers to a chatbot or con-
versational AI system that is designed to understand and respond
to human emotions with empathy and sensitivity. In our current
work, we devise a multi-step prompting approach for identifying
the emotions in the responses and concurrently use the identified
emotions for the generation of the next response. We evaluated our
proposed MSEG framework on three different dialogue datasets
such as DailyDialog, EmotionLines and EmoWOZ datasets. Both
quantitative and qualitative analysis shows that the proposedMSEG
framework performs significantly better than the existing baselines.
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