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Abstract. It is well known that pseudo-relevance feedback (PRF) im-
proves the retrieval performance of Information Retrieval (IR) systems
in general. However, a recent study by Cao et al [3] has shown that a
non-negligible fraction of expansion terms used by PRF algorithms are
harmful to the retrieval. In other words, a PRF algorithm would be bet-
ter off if it were to use only a subset of the feedback terms. The challenge
then is to find a good expansion set from the set of all candidate expan-
sion terms. A natural approach to solve the problem is to make term
independence assumption and use one or more term selection criteria or
a statistical classifier to identify good expansion terms independent of
each other. In this work, we challenge this approach and show empiri-
cally that a feedback term is neither good nor bad in itself in general;
the behavior of a term depends very much on other expansion terms.
Our finding implies that a good expansion set can not be found by mak-
ing term independence assumption in general. As a principled solution
to the problem, we propose spectral partitioning of expansion terms us-
ing a specific term-term interaction matrix. We demonstrate on several
test collections that expansion terms can be partitioned into two sets
and the best of the two sets gives substantial improvements in retrieval
performance over model-based feedback.

Key words: Information Retrieval, Relevance Feedback, Pseudo-relevance
Feedback, Expansion Terms, Term-Document Matrix

1 Introduction

Pseudo-relevance feedback (PRF) is a well-known method for query expansion
in Information Retrieval (IR) [1]. In general, PRF uses frequent terms in the top
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results of the first pass retrieval as expansion terms. The assumption underly-
ing PRF is that the top-ranked documents contain terms related to the query
terms and hence help identifying documents relevant to the query. Although
conceptually simple, PRF is a very powerful technique for improving retrieval
performance and is highly effective as a query expansion technique.

PRF techniques typically apply one or more criteria on the terms in the feed-
back documents and select terms that satisfy the criteria. Commonly employed
criteria include term distributions in the feedback documents and the collection,
idf, query length, and linguistic features [2]. It is common to assume that the
selected expansion terms are all related to the query and use all of them in the
second pass retrieval.

A recent study by Cao et al questioned the basic assumption of PRF and
found that a non-negligible fraction of the expansion terms were actually harmful
to the query 1 [3]. In other words, PRF would be better off if it were to use
only a subset of the expansion terms. To find a good set of expansion terms,
Cao et al used a SVM-based statistical classifier to select good terms. Their
approach is crucially based on the assumption that “an expansion term acts
on the query independent of other terms” and therefore, a good term can be
identified independent of other expansion terms. Cao et al showed that their
approach gives improvements in the retrieval performance over both model-based
feedback [4] and relevance based language model [5].

In this work, we challenge the assumption that good terms can be identified
independent of other expansion terms. We claim that a term is neither good nor
bad in itself in general. The impact of including a term into the expansion set
is a function of the term being added as well as other terms in the expansion
set. The same term can behave in opposite ways depending on the company of
other terms as far as retrieval performance is concerned. This is because terms
interact with each other and as a consequence there is a portfolio effect. To give
an analogy, if it is moderately cold, a jacket or a sweater and a shawl is more
preferable than a sweater, a jacket, and a shawl together. Whereas the first two
sets, i.e. {jacket} and {sweater, shawl}, are likely to keep you warm, their union
will most probably make you feel uncomfortable. The effect of jacket is positive
when used alone and negative when used along with sweater and shawl. In other
words, the effect of jacket on your comfort depends on what other winter wear
you are using along with it.

We provide solid empirical evidence for our claim: we show that in almost
all topics from real test collections, a majority of the expansion terms behave
inconsistently; they improve retrieval performance when paired with one set of
expansion terms and degrade retrieval performance when paired with a different
set.

An implication of our findings is that a good expansion set can not, in general,
be discovered in a principled manner by approaches that choose terms indepen-

1 Cao et al considered 150 topics from each of AP, WSJ, and Disk4&5 collections and
80 expansions with the largest probabilities for each topic. Approximately 50% of
the terms were found to be neutral and 30% to be harmful.
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dent of other terms. Such approaches make use of a flawed notion of goodness of
expansion terms. A principled solution to the problem of finding good
expansion set must take into account interacting terms. Such a solution
will take a collective decision on all the expansion terms instead of independent
decisions on individual terms.

We propose spectral partitioning of expansion terms as a principled solution
for the problem of finding a good expansion set. Spectral partitioning takes into
account interactions between terms and enables us to take a collective decision on
all the expansion terms. In our partitioning experiments, we employ a weighted
term-document matrix which implicitly defines a term-term interaction matrix.
However, we may use any appropriately defined term-term interaction matrix in
general. Given such a matrix, terms can be partitioned using standard techniques
such as SVD or Graph Laplacian [6–8].

In the remainder of this paper we provide an exposition of our approach along
with results of empirical investigations on multiple test collections. We start by
discussing some of the important previous research work on PRF in Section 2.
Next we re-examine the term independence assumption in Section 3. We describe
our spectral partitioning based approach to PRF in Section 4. Next we discuss
the experimental setup and results of our empirical investigations in Section 5.
Finally, we discuss the results and propose some ideas for future investigation in
Section 6.

2 Related work

Pseudo-Relevance Feedback has a long history in IR [1, 9]. It was first imple-
mented in the vector space models [1] and subsequently has made its way into
probabilistic models and language models [4, 5]. Since our work, like that of Cao
et al [3], is in the framework of language models, we restrict our discussion to the
implementations of PRF in this framework only. For an insightful and thorough
discussion on feedback in language models, please see Section 5 of the recent
survey on language models [10].

In the language modeling framework, documents are ranked according to the
negative Kullback-Leibler (KL) divergence [11] of the query language model θQ

with the (smoothed) document language model θD.

Score (Q,D) = −D (θQ‖θD) rank=
∑
w∈V

P (w |θQ ) log P (w |θD ) (1)

It is in the re-estimation of the query model θQ that feedback information can
be leveraged. In model-based feedback [4], the original query model θQ is inter-
polated with a feedback topic model θF estimated from the feedback documents
from the first pass retrieval:

P
(
w

∣∣∣θ′

Q

)
= (1− α) P (w |θQ ) + αP (w |θF ) (2)

where is the interpolation parameter α ∈ [0, 1] used to control the amount of
feedback. There are several ways in which the topic model θF can be learnt
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from the feedback documents in practice [4, 12]. One approach is to employ a
two component mixture where one component is a fixed background model θC

that explains the background words in the feedback documents and the other
component is an unknown topic model θF that explains the topical words [4].
EM algorithm can be employed to estimate the topic model by maximizing the
likelihood of the feedback documents. In our study, we used the feedback terms
computed using this approach.

An alternative to model-based feedback is relevance-based language model,
where the relevance model θR is estimated by assuming that the feedback docu-
ments are samples from the relevance model [5]. The original query model θQ is
interpolated with θR in a manner analogous to model-based feedback. It should
be noted that both model-based and relevance-based models use all the feedback
terms for expansion. Whereas the topic model assigns higher probability mass
to the most distinctive terms in the feedback documents, the relevance model
assigns higher probability mass to the most frequent terms from the feedback
documents. In contrast to both model-based feedback and relevance-based query
expansion, the approach of Cao et al uses a subset of the feedback terms in ex-
pansion. They employ a statistical classifier for identifying good expansion terms
[3].

3 Re-examination of the Independence Assumption

The main claim of our work is the following: the effect of including a term
into an expansion set on retrieval depends on the rest of the terms
in the expansion set. Before we go on to describe the experimental procedure
for validating our claim, we discuss some motivating examples in Section 3.1.

3.1 Motivating Examples

As our first motivating example, we consider Topic 164 from TREC 3 (AP88-89):
Generic Drugs - Illegal Activities by Manufacturers. The top 4 expan-
sion terms of the topic model estimated from the top 10 feedback documents are
drug, generic, fda, and compani. Now, consider subcommitte and result,
two candidate expansion terms for this topic. According to term goodness crite-
rion of Cao et al (see Section 3 of [3]), which makes independence assumption,
subcommitte is a bad term whereas result is a good term. However, they be-
have very differently with different expansion sets. For instance, subcommitte
acts as a good term when used with the set {drug, generic} and when used
with {drug, generic, fda}, it acts as a bad term. Similarly, result acts as a
good term with {drug, generic, fda} and becomes a bad term when used with
{drug, generic, fda, compani}.

As our second example, we consider the title of Topic 308 from TREC 6
(Disk4&5): Implant Dentistry. The top 4 expansion terms of the feedback
topic model are devic, implant, chiropract, and fda. Consider prosthesi
and requir, two candidate expansion terms for this topic. According to term
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goodness criterion of Cao et al prosthesi is a good term whereas requir is
a bad term. However, prosthesi acts as a good term when used with the set
{devic, implant} and when used with {devic, implant, chiropract}, it acts
as a bad term. On the other hand, requir acts as a bad term when used with the
set {devic, implant, chiropract} and as a good term when used with {devic,
implant, chiropract, fda}.

Continuing the investigation of the above topics, we did the following exper-
iment: For each feedback term t, we checked the effect of adding t to each of the
sets T1, . . . , T25, where Tk is the set of top k terms of the feedback topic model
2. Our aim was to find out how many feedback terms behave consistently with
respect to the sets T1, . . . , T25. If the term independence assumption were indeed
valid then most terms must behave consistently. However, our investigation re-
vealed that 56% of the feedback terms of the query Generic Drugs - Illegal
Activities by Manufacturers (Topic 164, TREC 3) are inconsistent. In the
case of the query Implant Dentistry (Topic 308, TREC 6), the percentage of
inconsistent feedback terms was even higher, 92%.

Figure 3.1 shows the behavior of the term prosthesi (Topic 308, TREC 6)
when it is used with T1, . . . , T25. As can be seen from the figure, the behavior of
the term is highly inconsistent across the expansion sets. It acts as good, bad, or
neutral depending on the expansion set with which it is used. These examples

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

prosthesi

Good

Bad

Neutral

Fig. 1. The inconsistent behavior of prosthesi when used with different expansion
sets

not only show that terms are neither good nor bad in isolation but also suggest
that term selection strategies that make independence assumption must not be
trusted in general.

2 We ranked the feedback terms according to P (w |θF ).
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3.2 Empirical Validation of the Term Dependence Claim

In this section, we describe the experiments we did on topics from several col-
lections to determine the set of inconsistent terms (i.e. terms which behave dif-
ferently with different expansion sets) from each topic.

Model Let Q be a topic and θF be the feedback topic model estimated using
the two component mixture model approach described in Section 2. Let SF be
the set of top 100 terms in θF and S ⊆ SF be an expansion set. We formed a
new feedback topic model θS

F as follows:

P
(
w

∣∣θS
F

)
=


P (w |θF )∑

w′∈S P (w′ |θF )
if w ∈ S

0 otherwise
(3)

The re-estimated query model is then P
(
w

∣∣∣θ′

Q

)
= (1− α) P (w |θQ )+αP

(
w

∣∣θS
F

)
.

To integrate a new term t to θS
F , we used the following scoring function:

Score (Q,D) =
∑
w∈V

P
(
w

∣∣∣θ′

Q

)
log P (w |θD ) + η log P (t |θD ) (4)

where η > 0 is the weight for the term t. In our experiments, α was set to 0.2
and η was set to 0.05 which is in the same range as the weights of the top 10
terms of the feedback model θF .

Let MAP (Q ∪ S) be the retrieval performance when S is the expansion set
and MAP (Q ∪ S ∪ t) be the retrieval performance after adding t to S with
weight η. We can now define the relative marginal gain in retrieval performance
as follows:

RMG (S, t) =
MAP (Q ∪ S ∪ t)−MAP (Q ∪ S)

MAP (Q ∪ S)
(5)

Using relative marginal gain, we labeled t as follows: good if RMG (S, t) ≥ δ,
bad if RMG (S, t) ≤ −δ and neutral otherwise. Here δ > 0 is a cutoff which in
our experiments was set to 0.005.

Testing for Inconsistency Let Tk denote the set of top k terms of the feedback
model θF and t be a term 3. For each of the expansion sets T1, . . . , T25, we
assigned a label lk ∈ {good, bad neutral} to t depending on the effect of adding
t to Tk. We call t consistent if all the labels lk, k = 1, . . . , 25 are identical and
inconsistent otherwise. A consistent term is one which behaves the same way
with each of the expansion sets T1, . . . , T25. Using this procedure we estimated
NQ, the number of inconsistent terms in each topic.

3 Model-based feedback produces a large number of feedback terms. We used only the
top 100 terms.
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Test Results We used several collections in our study: CLEF 2000-02, CLEF
2003,05,06 , AP (Associated Press 88-89, TREC Disks 1 and 2), WSJ (Wall
Street Journal , TREC Disks 1&2), SJM (San Jose Mercury, TREC Disk 3) and
TREC Disks 4&5 (minus the Congressional Record). Table 1 shows the mean
and standard deviation of the number of inconsistent terms in the topics for
several test collections and Figure 2 shows the histogram of inconsistent terms
for the AP collection. We observed that very few topics have a small number of
inconsistent terms. For most topics in the collections, 30-60 terms out of the top
100 are inconsistent and about 50% of the terms are inconsistent on an average.
These statistics unequivocally tell that inconsistency is a major problem and can
not be ignored while selecting terms.

In a different experiment, we used the relevant documents of a topic to esti-
mate its topic model. This was to verify whether the source of the inconsistent
terms in PRF was non-relevant documents in the feedback. We repeated the
inconsistency test with the top 100 terms of the topic model estimated directly
from the relevant documents. Table 2 shows the mean and standard deviation
of the number of inconsistent terms in the topics for several test collections.
We observed that the mean and standard deviation were similar to those in the
previous experiment. This means that even if relevant documents are provided
as feedback, inconsistency remains an important issue.

Table 1. Inconsistent Terms (with top
10 documents as feedback)

Collection Mean Std.Dev.

CLEF(1-140) 58.13 21.24

CLEF(141-200,251-300) 49.61 21.06

AP(51-200) 44.37 18.13

WSJ(51-200) 50.69 18.46

SJM(51-150) 51.46 20.43

Disk 4&5(301-450) 48.62 18.41

Table 2. Inconsistent Terms (with rel-
evant documents as feedback)

Collection Mean Std.Dev.

CLEF(1-140) 52.42 25.22

CLEF(141-200,251-300) 49.35 23.44

AP(51-200) 44.21 19.66

WSJ(51-200) 50.62 18.90

SJM(51-150) 51.28 21.83

Disk 4&5(301-450) 47.06 18.83

4 Finding Good Expansion Set by Spectral Partitioning

We now describe a principled approach for finding good expansion sets that
takes into account term interactions. The key idea here is to form a weighted
term-document matrix and partition it into two sets using Singular-Value De-
composition (SVD) [7]. Geometrically, the principal singular vector of the term-
document matrix gives the direction that captures most of the spread (or vari-
ance) in the data. In pattern recognition and machine learning literature, this is
also known as principal components analysis and is known to provide a very good
low-dimensional representation of the data. Spectral partitioning techniques are
very effective in practice and have been used successfully in many applications



8 R. Udupa, A. Bhole, P. Bhattacharyya

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

%
 o

f 
to

p
ic

s

No of inconsistent termsAP (51-200)

(a) Using top 10 feedback documents

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

%
 o

f 
to

p
ic

s

No of inconsistent termsAP (51-200)

(b) Using relevant documents

Fig. 2. Distribution of NQ in the AP collection

[6, 13]. Further, they are highly useful in understanding global properties of a
phenomenon using local interactions. Note that the covariance matrix obtained
by multiplying the (centered) term-document matrix with its transpose captures
pair-wise interactions. Higher powers of the covariance matrix in turn capture
higher order interactions.

4.1 Partitioning Algorithm

Let A be a matrix whose rows represent the candidate feedback terms 4 {ti}m
i=1

and the columns represent the feedback documents {Dj}n
i=1. Let [A]ij = aij be

a measure of the interaction between term ti and document Dj . We express aij

as aij = global (ti) ∗ local (ti, Dj) where global (ti) is a global weighting function
and local (ti, Dj) is a local weighting function.

The global weighting function measures the informativeness of terms with
respect to the feedback documents. Our choice for this function is the following:

global (t) = ln
(

nt

n

/
dft

N

)
(6)

where n (and resp. N) is the number of feedback documents (and resp. number
of documents in the collection) and nt (and resp. dft) is the document frequency
of t in the feedback corpus (and resp. document frequency of t in the collection).
We can write

global (t) = ln
N

dft
− ln

n

nt
= idft − idf ′t (7)

4 Candidate expansion terms are those terms from the feedback documents whose
idf > ln 10 and collection frequency ≥ 5. When there are more than 100 such terms
we take the top 100 according to their frequency in the feedback documents.
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where idf ′t = ln n
nt

is the idf of t in the feedback corpus. It can be easily shown
that global (t) ≤ ln N

n with equality holding only when nt = dft. Thus, according
to the global weighting function, a term t is more informative than another term
s if idft − idf ′t > idfs − idf ′s or equivalently if idft − idfs > idf ′t − idf ′s. Therefore,
from the point of view of PRF, t can be more informative than s even when
idft < idfs. Finally, our choice for local (ti, Dj) is P (t|D), the smoothed unigram
probability of the term t in document D [14].

We center the matrix A such that the mean of the row vectors is the
→
0

vector. The Singular Value Decomposition (SVD) of the term-document matrix
A is then the following:

A = UΣV T (8)

where U and V are orthogonal matrices and Σ is a diagonal matrix.
The sign of the terms in the principal left singular vector

→
u1 suggests a prin-

cipled way to partition the terms into two sets [7]. We form the first set, S+

by taking those terms whose sign is positive in the principal singular vector.
Similarly, we form the second set, S− by taking those terms whose sign is neg-
ative. We remove terms from S+ and S− that have an absolute weight below a
threshold.

4.2 From partitions to feedback model

There are several ways in which we can form a feedback model using S+ and S−.
In our experiments we used two very simple methods as our goal was to mainly
validate the goodness of the expansion sets produced by spectral partitioning. In
the first method (SU), we assigned uniform probability to all the terms in the set
and in the second (SF), we assigned a probability proportional to the frequency
of the term in the feedback documents. In both methods, we formed feedback
models θ+

F (which allocates non-zero probability to only terms of S+) and θ−F
(which allocates non-zero probability to only terms of S−). The two models θ+

F

and θ−F represent two different choices for expansion. As our goal in this study
was to demonstrate that spectral partitioning separates the good set of terms
from the bad, we used the one that gave the best results for the topic.

5 Experimental Results

We tested our spectral partitioning idea on the following test collections: CLEF
2000-02, CLEF 2003,05,06 , AP (Associated Press 88-89, TREC Disks 1 and 2),
WSJ (Wall Street Journal , TREC Disks 1&2), SJM (San Jose Mercury, TREC
Disk 3) and TREC Disks 4&5 (minus the Congressional Record). We used two
baselines, language model (LM) with two stage Dirichlet smoothing and the
mixture feedback model (MF) [4]. We interpolated the feedback model with a
weight of 0.5. We stemmed the words using the well-known Porter stemmer and
removed stop-words from topics and documents.
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Table 3 shows the retrieval results for various models. We did t-test to deter-
mine the significance of the results. Both SF and SU gave substantially better
results than the LM and MF baselines on all test collections. We observed > 15%
improvement in MAP over LM for all the test collections. The spectral meth-
ods had substantially better P@10 compared to both LM and MF. This means
that spectral expansion was able to retrieve relatively larger number of rele-
vant results in the top 10. Further, we observed improvement in all performance
metrics. Finally, the performance of SU was comparable with that of SF which
means that the expansion sets are robust to perturbations in weights.

Table 3: Retrieval results (** = significant at p < 0.01 over LM) (ˆˆ
= significant at p < 0.01 over MF)

Collection Model P@10 P@100 MAP % Improvement Recall

CLEF (1 - 140)

LM 0.3828 0.1181 0.4338 - 0.8936
MF 0.4148 0.1310 0.4417 1.82% 0.9348
SU 0.4459 0.1383 0.5037 16.11% **ˆˆ 0.9578
SF 0.4484 0.1398 0.503 15.95% **ˆˆ 0.9632
LM 0.3684 0.1573 0.3808 - 0.8172

CLEF (141 - 200, MF 0.3836 0.1694 0.4053 6.43% ** 0.9239
251 - 300) SU 0.4296 0.1737 0.4516 18.59% **ˆˆ 0.9357

SF 0.4362 0.1739 0.4474 17.49% **ˆˆ 0.9345

AP (51 - 200)

LM 0.4450 0.2655 0.2772 - 0.6504
MF 0.4732 0.3026 0.327 17.97% ** 0.7217
SU 0.5201 0.3303 0.3641 31.35% **ˆˆ 0.7565
SF 0.5315 0.3312 0.3648 31.60% **ˆˆ 0.7564

WSJ (51 - 200)

LM 0.4573 0.2611 0.2660 - 0.6438
MF 0.4773 0.2884 0.3027 13.79%** 0.6971
SU 0.5193 0.2975 0.3238 21.73% **ˆˆ 0.7106
SF 0.5113 0.2969 0.3213 20.79% **ˆˆ 0.7173

SJM (51 - 150)

LM 0.3043 0.1572 0.2074 - 0.6173
MF 0.3234 0.1736 0.2350 13.31%** 0.6773
SU 0.3649 0.1832 0.2601 25.41% **ˆˆ 0.6916
SF 0.3691 0.1816 0.263 26.81% **ˆˆ 0.6992
LM 0.4247 0.1987 0.2275 - 0.5359

Disks 4& 5 MF 0.4360 0.2152 0.2505 10.11% ** 0.5746
(301 - 450) SU 0.4693 0.2385 0.2848 25.19% **ˆˆ 0.6153

SF 0.4707 0.2413 0.2876 26.42% **ˆˆ 0.6205

Table 4 shows the expansion sets for three topics. Firstly, we observe that
the terms in each set are topically coherent. Consider Topic 311 of TREC for in-
stance. All the expansion terms found by our Spectral Partitioning algorithm are
topically related to the query Industrial Espionage. In Topic 112 of CLEF, we
observe that the expansion terms found by our Spectral Partitioning algorithm
include the names of the director and lead actor of the movie Pulp Fiction.
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Finally, in Topic 63 of AP too, the selected expansion terms are topically related
to Machine Translation.

Table 4. Expansion set using Spectral Partitioning

Pulp fiction Machine Translation Industrial Espionage
(Topic 112, CLEF) (Topic 63, TREC 3) (Topic 311, TREC 6)

Term P (t |θF ) Term P (t |θF ) Term P (t |θF )

movi 0.25 comput 0.28 vw 0.23
film 0.20 english 0.21 gm 0.17

travolta 0.20 word 0.14 german 0.14
tarantino 0.18 languag 0.09 lopez 0.13

actor 0.09 human 0.07 investig 0.13
quentin 0.06 recogn 0.06 opel 0.07
cann 0.02 voic 0.05 motor 0.07

pen 0.05 volkswagen 0.05
dictionari 0.04 wolfsburg 0.03

6 Conclusion

We showed that the term independence assumption for the selection of good ex-
pansion terms does not hold in practice through a thorough study of the effect
of an expansion term in the presence of other terms. In practice, about 50% of
the expansion terms are inconsistent, i.e. they behave differently with different
expansion sets. Our empirical finding implies that good expansion sets can not
be discovered by methods that make independence assumption in general. As
a principled method of discovering good expansion sets, we proposed spectral
partitioning of term-term interaction matrix which takes into account term in-
teractions of all orders. We demonstrated that the expansion sets produced by
spectral partitioning give substantially better retrieval results than both lan-
guage model and model-based feedback on topics from several test collections.

In a future study, we will explore more sophisticated methods for forming the
feedback model from the partitions produced by our method. For instance, we
can leverage weights of terms in the principal left singular vector while forming
the feedback model. Another direction of research is how to choose between θ+

F

and θ−F for a given topic.
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