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Abstract—We propose a model-based channel access mech- II. NOTATIONS
anism for cognitive radio-enabled secondary network, which

opportunistically uses the channel of an unslotted primary  |n this section, we introduce the main notations used in
network when the channel is sensed idle. We have con5|deredrest of the paper

IEEE 802.11 WLAN as ade facto primary network operating in
ISM band. Our study focuses on a single WLAN channel that is ) ] ] )
used by WLAN clients and a WLAN server for a mix of Email, [, B, C: Random variables denoting channel idle period,

FTP, and HTTP-based web browsing applications. We model busy period and cycle time respectivelg € I + B)

the occupancy of the channel by primary WLAN nodes as an ¢(4): Ending time of the last (previous) renewal cycle at
alternating renewal process. The secondary node uses the mdde sensing timer

to estimate residual idle time duration after the channel is sensed . . _
idle, and opportunistically transmits frames in that duration. phr, phg: Number of phases in Hyperexponential distribu-
Our simulation results show that the performance of secondary tion (HED) for idle time random variabld and busy
network is sensitive to the channel sensing duration and that time random variableB respectively.

high secondary throughput can be achieved without affecting . . Rate parameter and probability value respectively of
the primary network significantly by choosing appropriate value the ith phase (exponential) of the HED for random

of channel sensing duration. . ) n
variableI. (i = 1...phs, and} " a; = 1)

i, B;: Rate parameter and probability value respectively of
the i** phase (exponential) of the HED for random
variable B. (i = 1...phg, and Y. 3, = 1)

HED(phy, M\i,a;): Denotes Hyperexponential distribution

Opportunistic Spectrum Access (OSA) has emerged as a (for random variablel) with parameters(phy, \;, «;),
promising approach to efficiently utilize the electromatime wherei =1...phj.

spectrum. In this approach, the secondary users use thdse pfd ED(phg, 1, 3;): Denotes Hyperexponential distribution

of the spectrum band that are not currently utilized in space (for random variableB) with parameterSphg, u;, 5:),

time by any primary user. In this paper, we propose a model- wherei=1...phg.

based approach for opportunistic access of unslotted pyimd,;,: Denotes the duration for which secondary nodes pas-

network channel by secondary network nodes. Each secondary sively sense the channel to gather occupancy statistics

node collects the statistical data about the channel oocypa (idle and busy time durations) of the channel by primary
by primary nodes. It then fits an appropriate distribution to  nodes.

the statistical data to construct a channel occupancy mod#t): A boolean variable that denotes the outcome of sensing

and proceeds with the algorithms presented in this paper to the channel at time instantby a secondary nodes(t)

opportunistically use the channel. We refeptomary network can either take valu®USY or IDLE.

as the network which carry the main traffic in a designateéfiz;(¢): A random variable that denotes residual idle time for

spectrum band. For our work, we have considered a 802.11- the channel at sensing instant

based WLAN as ale facto primary network operating in ISM Thg;: A predefined threshold for residual idle time; sec-

band. WLAN devices constitute the primary devices in this ondary node uses the channel opportunistically only if the

band, whereas other networks, such as Bluetooth and sensor estimated residual idle time is more than this threshold.

networks, which operate in these bands, can be treated as sec (T’hg; = (one secondary frame transmission time +

ondary networks (see [1]). The secondary network considere  cushion time)= 300 microseconds).

in this paper is an unslotted network. We have constructdd afiz z;(¢): Effective residual idle time on the

applied the model for a single WLAN primary channel, but  channel. This is computed as:Trg/(t) =

the approach can be used for multichannel primary networks min{(Tr;(¢))sender, (TrRI(t))rev }, Where(Trr(t)) sender

as well. As a part of our future work, we will implement the is the residual channel idle time estimated by the sender

algorithm for other multiple channel primary networks such  at time ¢ and (Tr;(t))rv IS the residual channel idle

as WIiMAX, GSM or TV network. time at time instant as estimated by the receiver using

I. INTRODUCTION
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Fig. 2: Residual idle time computation
Fig. 1: Residual idle time at sensing instant
greater than 1, Hyperexponential distribution is a bettefofi
channel idle time. On the other hand, the variability (Co¥) o
TABLE I: Statistics of Channel Idle Time Samples and Flttegusy time Samp|es is less than one (refer to [3]), so both HED

Distributions and exponential distributions can provide a satisfactarfofi
Mean | Variance CoV these samples. We have fitted 5-phase HEDs for both idle and
Collected Data Sample | 2.04179 | 132.95675| 31.89235 busy time data samples in our simulations using Expectation
EXPO 204179 | 4.16892 | 1.00000 Maximization (EM) algorithm proposed in [4]. Please refer t
HED-2 2.03965 | 181.08033| 43.52708 [3] for the parameter values of HED-5 distributions fitted to
HED-4 2.03965 | 128.22349| 30.82165 idle and busy time data.
HED-5 2.03965 | 121.13900| 29.11872
HED-10 203965 | 123.06167| 2958088 IV. MoODEL BASED CHANNEL ACCESSPROTOCOL
In this section, we describe our proposed model-based
channel occupancy model. channel access protocol.
SRTS: Secondary RTS frame ) ) ]
SCOTS: Secondary CTS frame A. Residual Idle Time Computation Based on the Fitted Model
CONF': Confirmation frame Let us assume that during the channel observation period

(T,ps), a secondary node obtains the following idle and busy
I1l. PRIMARY NETWORK CHANNEL OCCUPANCY MODEL time data values:Xi,Yi,...X,,Y,, where X; represents

We treat a channel as a 2-state system. We consider a cihg-i"" idle time data value and; represents thé'" busy
nel to be idle (or available) (from SU's perspective) when time data value for the channel (see Figure 2). Thenithe
is not used by any primary user, and busy (or occupied) (froppserved cycle time can be computed ag = X; + Y;.
SU's perspective) when it is used by any primary user. CHandt we use ¢(¢) to denote, in general, the ending time of
occupancy model is constructed by secondary user. In ordie¢ last renewal cycle prior to time¢ then we can write
to construct the channel occupancy model, each secondéYoss) = >_;—1(X;+Y;) = >_7_, ¢;. Note thatc, is the last
node passively gathers the primary user’s channel occypafignewal cycle prior td,,. If the first channel sensing by the
statistics (idle and busy durations) ., duration. Channel secondary node occurs at time (wheret; > T,,,) and the
occupancy is modeled as an alternating renewal process (¢@@nnel is sensed idle, then the residual timg @& computed
[2]) in which a cycle, consisting of idle duration followeg b as follows: Starting from the last renewal cycle prior to the
busy duration, repeats (renews) in time. Renewal of a cygclefirevious observation/sensing time, (in this case, cyglprior
said to occur when the channel becomes idle (i.e. the primd@y7Z.s), Secondary node alternately generates idle and busy
user stops transmitting on the channel). A related concepttine random variable values using their respective distidins
interest to our work isesidual idle time. Consider Figure 1 in (I ~ HED(ph;, \i,a;) and B ~ HED(phg, pi, 3:)), till
which T} (solid segment) and’; (dashed segment) denotedt generatesn'” idle time random variable valud.(), such
the idle time and busy time respectively within a cycte. that the current sensing timg falls within the m' idle
denotes the instant at which the secondary node sensestifi@ (as shown in Figure 2). If we denote tié generated
channel T (t) denote the residual time of the complete cycleycle by C; (i.e. C; = I; + B;), thenC;,_, is the last cycle
at instantt. If the channel is idle at instart, thenTk;(t) Prior to the current sensing timg, and {(¢;) (the ending
represents theesidual idle time as observed at time time of the last cycle ,,—1) prior to ;) is calculated as:
After gathering the primary network channel occupancy dafét1) = &(Tobs) + 1y (I + Bj) = &(Tops) + X7
during T, duration, each secondary node fits an appropridgom Figure 2, we see that the residual idle timet;atan
distribution to idle and busy period data samples. Tabl@wsh be obtained asi’r;(t1) = (£(t1) + Im) — t1. Extending the
the mean, variance and coefficient of variation of idle tiratad same explanation further, if the next sensing occurs at time
samples, as well as exponential (EXPO) and Hyperexponentia and the channel is sensed idle, then the residual idle time
distributions (HEDRr) fitted to these samples:(denotes the at to is computed asTr;(t2) = (£(t2) + I;) — t2, where
number of phases in the fitted HED). Statistics for bus§(t2) = &£(t1) + Z;’;,ln(fj + Bj) = &(t1) + Z;’;fn C;, and
time samples are not presented here due to space limitatifpijs the ¢** idle time random variable value generated using
but interested readers can refer to [3] for details. Sinee tmodeled distributions such that the current sensing time
coefficient of variation of idle time samples is significantl falls within it (as shown in Figure 2).



Algorithm 1 Algorithm for computing residual channel idleAlgorithm 3 CG-MAC algorithm at secondary receiver node

time at secondary node at sensing instant

(for Single Channel)

1: procedure COMPUTERESIDLETIME(Z, &) 1: procedure CG-MAC(t)
2: Generate idle random variable value 11 ( = 2: ReceiveSRT S(Tr:(t)) frame from the sender.
HED(pr, i, as)). 3 ComputeS ().
3 Generate busy random variable value BB ( = 4: if S(t) == IDLE then
HED(pg, i, 5i))- 5: Trr(t) = ComputeldleResTime(¢)
4:  Compute the cycle timeC' = I + B. 6: if Trr(t) > Thgr then
5 while (£ + C) < t do 7 TER[(t) = min{(TRI(t))Smder, (TR[(t))}
6: E=¢6+C 8: ConstructSCTS(Terr(t)) frame.
7: I =HED(pr, A\i, ) 9: SendSCTS(Tgri(t)) frame to the Sender.
8: B =HED(ps, i, Bi) 10: else
9: C=I+8B 11: Do nothing. > Sender will retransmit
10: end while 12: end if
11: while £ + 1 <t do 13: else if S(t)) == BUSY then
12: I =HED(pr, \i, ;) 14: Do nothing. > Sender will retransmit
13: end while 15: end if
14: Tri(t)=(£+1)—t 16: Tune to the data channel and receive the frames sent back-
15: ReturnTr;(t) to-back by the secondary sender node.

16: end procedure 17: end procedure

_ _ channel (line 3 of Algorithm 3), and if the channel is sensed
Algorithm 2 CG-MAC algorithm at secondary sender nodejgje (line 4), sends the estimated effective residual idteet

1: procedure CG-MAC(t) back to the sender in an SCTS frame (lines 7-9). On receiving

2: ComputeS(t). the SCTS frame, the secondary sender node broadcasts a
3 if 5(t) == IDLE then . CONF frame with the received Effective Residual Idle Time
4: Tri(t) = ComputeldleResTime(¢) . . . -
5. if Tri(t) > Thrr then value (line 14 of Algorithm 2), gnd trqns_m|ts the minimum of
6 ConstructS RT'S(Tr:(t)) frame. the number of the frames available in its transmission queue
7 SendSRTS(Tr:(t)) frame to the receiver. and the maximum number of frames that can be transmitted
8: else ] in the Effective Residual Idle Time duration (lines 15-17 of
% again Perform random backoff before sensing the channgli,qithm 2). SRTS, SCTS and CONF frames are transmitted
10: "end if on a control channel.
11: else if S(t) == BUSY then
12: Perform random backoff before sensing the channel V. SIMULATION RESULTS
L agagr‘]-d " In this section, we discuss our simulation experiments and
14: On receiving SCTS(Ter:(t)) frame from the receiver, the results.
r NF(T, frame. ) .

15: ° O?Z%Cn?ps)ﬁeonunfbgrlgf(?z;mzs ?say, M) that can be transmitté% Simulation Model

in Teri(t) duration. _ _ _ We consider a 802.11 WLAN with a single data channel as a
16: numcboerp%‘;tf?a”nz'gqsbg{/;‘;;g’l‘g"ﬁ]sttrgrt]rsam”fsr;'érgsgz’e ﬁ?e')x = m'”(Mpr.imary network. The channel is used by two primary WLAN
17° Transmit X frames back-to-back. client nodes (WLAN-Client-1 and WLAN-Client-2), and a
18: end procedure primary WLAN server node (WLAN-Server). The WLAN-

Client-1 node runs parallel sessions of FTP and Email applic
Algorithm for computing residual idle time by a secondaryions. WLAN-Client-2 node runs a web browsing application.
node at sensing instantand using the fitted channel idle andThe WLAN-Server acts as a server for all the three types of

busy time models is given in Algorithm 1. applications. In addition to the primary WLAN, we consider
one pair of secondary devices (a secondary sender node and a
B. The Protocol corresponding secondary receiver node) that opportaalkti
We assume that each secondary node has constructed chaas the channel. All the five nodes are within the transomssi
nel occupancy model, as described in Section Ill. Wheneverange of each other.
secondary sender node has one or more frames to transmit &/e use OPNET simulator [5] to simulate the model. We
time instantt, its model-based channel access protocol senses/e useddigh load Email, High load FTP, andHeavy brows-
the channel (line 2 of Algorithm 2), and if the channel isng HTTP application configurations provided by the simulator
sensed idle, it estimates the residual idle tifig,(¢)) for the to run on the WLAN nodes. The send and receive interarrival
channel using the channel occupancy model (line 4). If thienes for emails are exponentially distributed with meai® 36
estimated residual idle time is more than a predefined tbtdshseconds, whereas the email size is 2000 bytes (constant).
Thgy (line 5), it sends a SRTS frame (containing the estimat8iime between two file transfer requests is also exponenptiall
residual channel idle time) to the intended secondary veceidistributed with mean 360 seconds, and the file size is 50000
node (lines 6-7); otherwise it performs random backoff. ~ bytes (constant). The percentage of file “get” commandseo th
The receiver, on receiving the SRTS frame, senses ttwdal FTP commands is 50 %. For HTTP application, the time



TABLE II: Main Simulation Parameters which provides us the performance of primary network
in absence of any secondary network. Performance of

Parameters Value primary network in this scenario can be compared with its
Number of WLAN nodes 3 performance in the other two scenarios (Scn-2 and Scn-
Number of secondary nodes (SN) 2 3) to assess the impact of opportunistic usage of WLAN
Simulation duration (Hours) 8 channel by a secondary network.
Tovs: Channel occupancy data First 2) n-2 (PNwran + SNwran): In this scenario, the
collection duration (by SN) _ > Hrs secondary nodes uses WLAN protocol (i.e. secondary
g;ﬁgt;:annd number used in . nodes are essentially WLAN nodes only) and do not
construct any channel occupancy model. Instead, sec-
Channel data rate 11 Mbps ondary sender node uses conventional WLAN protocol to
Channel bandwidth : 22 MHz exchange frames. In order to compare this scenario with
Secondary node frame size (Byte_s) 256 other scenarios, the secondary network remain dormant
Clear Channel Assessment duration for first 5 hours of simulation and becomes operational
for SN _ _ 1.825 ms during last 3 hours of the simulation. This scenario enable
Idle channel observation duration for SN~ us to compare the performance of secondary network
(COD) Varied

when it shares the same network as a peer to the primary
network.

31 <n-3 (PNwrany + SNyop): In this scenario, the
secondary nodes observe the channel for first 5 hours,
and construct the channel occupancy model based on
the gathered occupancy data. The secondary nodes fit
5-phase Hyperexponential distributions to the busy and
idle periods, and construct Alternating Renewal Process-
based channel occupancy model. Whenever the secondary
sender node has one or more frames to transmit, and it
senses the channel idle, it continues to sense the channel
for a predefinedchannel observation duration. If the
channel remains idle even for this additional duration,
the node uses the channel occupancy model to predict
the residual idle time on the channel (as described in
Section IV-A) and transmits as many frames as possible
in the predicted residual idle time.

between page requests is exponentially distributed withrme
60 seconds. Each page has 5 medium image objects and
constant object of 1000 bytes. The simulation runs for 8 flour
For the first 5 hoursT(,;,; duration), a sensor module within
each secondary node passively senses the channel to gather
occupancy statistics. This observed data consist of aitieign
sequence of channel idle and busy durations (due to WLAN
applications transmissions). The secondary nodes catstru
primary network’s channel occupancy model based on the ob-
served occupancy data. During the model construction phase
the secondary node subsumes very small idle periods into the
busy periods as these very small idle periods are too small to
be useful for opportunistic transmissions by secondaryesod
In our simulations, the idle time values which are less than
75 microseconds are subsumed into busy time values. This
threshold value is approximatlely equal to the transmissio
time of a very small WLAN frame, which is dominated mainly ap, important parameter in the proposed model-based ap-
by DIFS time (50 microsec) and slot time (20 microsec). proach (Scn-3) ichannel observation duration (COD). We
Once the model is constructed, for next remaining 3 houigssume that the idle periods that are greater than or equal
the secondary node uses the channel model to estimate (1§ o seconds corresponds to durations when no application
residual channel idle durations and use the channel oppg&ssion is active. In between these large idle periodse ther
tunistically along with the primary WLAN applications. Aexist a sequence (calledhock), of small idle and busy time
packet generator module within each secondary node g¢Btues appearing alternatingly (which possibly corresison
erates Poisson traffic, with inter-frame arrival rate of 00y, jgle and busy times due to frame transmissions during
frames/sec. Table Il lists the main simulation parame¥#s. active application sessions). The observed data file donsis
must emphasize that we have used a fixed observation windgiseveral suctblocks. The COD parameter should be set to
(of 5 hours) to construct the model in order to focus OWych a value that enables the secondary node to exploit large
investigation on performance of the model-based approagiie times (when no application session is active) and avoid
In actual deployment of the algorithm, the model should hgsing small idle times that occur during frame transmission
appropriately revised based on the data collected using n@y active application sessions, without decreasing seamynd
possibly sliding, observation windows, as the traffic on thgetwork throughput as much as possible. We study the impact

channel will change with time. _ _of this parameter on the performance of secondary network.
With the above simulation model, three different scenarigge set the value of COD parameter to four different values:
are simulated. The scenarios are explained below. 0, value-1, value-2 andvalue-3. value-1 is obtained by taking

1) Sn-1 (Only PNy an): In this scenario, the secondarythe average of all the small idle time values (.0 seconds)
nodes are disabled and they do not transmit any traffitat appear in the observed data filejue-2 is obtained by
during the complete simulation. Only primary WLANcomputing the average of small idle times (.0 seconds) in
nodes running E-mail, FTP, and web browsing appleachblock and taking the maximum of average values across
cations are operational. This scenario is the base cadkethe blocks;value-3 is equal to the largest of the small



idle time values € 1.0) that appear in the observed data fileest of our simulations foscn-3, we use COD= value-2.
Setting COD = 0 implies that once the secondary node sen&égure 5 shows the secondary network throughput obtained in
the channel idle, it does not additionally senses the cHamye Scn-2 and Scn-3 (for secondary Poisson traffic rate 5600
longer. The performance of model-based approach for thdemmes/sec). In Figure 6, Figure 7 and Figure 8, we show the
four COD parameter values is given in the Result subsectiompact on primary applications performance in scenafuws
1, Scn-2 andScn-3 (with COD =value-2), when the secondary
Poisson traffic rate (irffcn-2 and Scn-3) is 5000 frames/sec.
We use the following performance metrics to assess thiese graphs show the time-averaged response time of grimar
performance of model-based scenador(3) and compare it gpplications. We note from these figures that response time
with the other two scenarioss¢n-1 and Scn-2). of applications increase marginally when secondary nodes u

1) Average throughput of secondary network (frames/sec): model-based channel access (Scn-3) during last 3 hounsief si
This metric represents the average throughput of sedation time, as compared to the case when secondary nodes
ondary network, which is achieved as a result of oppo#se€ WLAN protocol (Scn-2). On the other hand, the secondary
tunistic transmission by secondary nodes. It is calculat@gtwork throughput obtained ificn-3 is significantly larger
only for scenariosscn-2, and Scn-3. The metric compu- (@pproximately 5 times) than secondary network throughput
tation is based on last 3 hours of simulation time duringbtained inScn-2 (Figure 5). The marginal increase in impact
which the secondary network opportunistically uses tf# primary applications performance Ben-3 is too small
channel. In the first scenarioSdn-1), the secondary to have noticeable effect on the application performance as

nodes are not operational throughout the simulation, aR@rceived by the primary end user. This marginal increase is
therefore, the Secondary network throughput is zero. not very UneXpeCted as the model-based scheme in Scn-3 uses

stochastic channel model and is likely to make some impact

on primary network performance because of its model-based

, o probabilistic estimations. For primary networks, some anto

3) Average download response time for FTP application ot impact on the performance can be tolerated, especialgnwh
running on WLAN-Client-1 and WLAN-Server nodes significant secondary network throughput (and conseqyent

4) Average page response time of HTTP-based web brows-  higher channel utilization) can be achieved using modseba
ing application running on WLAN-Client-2 and WLAN-  scheme. Please refer to [3] for results of lower Poissoffid¢raf
Server nodes rates of secondary nodes, which do not have significant itnpac

The last three metrics show the impact of opportunisticsrar®n Primary.
missions by secondary nodes on the performance of primary VI. RELATED WORK

WLAN applications. A proactive spectrum access approach is proposed in [6]
C. Results where secondary nodes take input from spectrum sensing
modules, and build a three-tier predictive statistical gleaf

the throughput gains achieved by secondary network nodes ectrum availability on each channel. In [7], the authateeh

opportunistically transmitting on the primary WLAN channel d renewal theory on past channel observations to estimat
bp y 9 P y N the probability that a channel will be idle in the next timetsl

"’?”d to investigate the cos t assouated with such transmtss,lln [8], alternating renewal theory is used to analyse howroft
(in terms of user perceived impact on performance of tri

B. Performance Metrics

2) Average download response time for the e-mail applica-
tion running on WLAN-Client-1 and WLAN-Server nodes

Main goal of the work reported in this paper is to stud

rimary WLAN applications). Eigure 3 shows the im aCSsense the availability of licensed channel and in whickeor
P y PP ). Fig P %?E)sense those channels. In [9], authors address the issue of

on primary HTTP application when model based approa portunistic spectrum access when multiple heterogeneou

is used inScn-3 with different values of COD parametersprimary users are active simultaneously. Authors in [10]

(indicated within parenthesis). Similar impact is obsdrem ) . . ! )
primary Email and FTP applications also; for details pIeaSéchIy the impact of various design options, such as sensing,

: acket length distribution and back-off time, on opporstini
refer_ o [3]. Figure 4 shows the secondary network through pectrum gccess in cognitive radio networks. In [Ti], agtho
;)bta;_ned forﬂt]h?s%e CCOODDvaItIJes &g"me gOtti fromh_thesgz design strategies that decide, based only on knowledge of
Wo Tigures that for values © analue-1, the achieved . - hannel bandwidths and data rates, which channels to
secondary network throughput is refatively high (Figurda) probe in a multichannel wireless network for opportunistic
their impact on primary applications performance is exgm transmission
adverse (Flg'ure 3). With .COD paralmet'er se.lvedu'eu.Z and Coexistence of cognitive radio based devices and WLAN
value-3, the impact on primary applications is minimal, buh
the achieved secondary network throughput is less tharotha
value 0 andvalue-1 case. However, the decrease in secondaty.....
throughput (with respect to COD value 0 alue-1) for the e

: ) networks has also been recently studied in [13] and [14].
case with COD ofvalue-2 is much smaller compared to that y [13] [14]
of value-3. Hence COD= value-2 is a favorable COD value VII. CONCLUSION AND FUTURE WORK
in terms of striking a balance between impact on primary The results presented in this paper indicate that the model-
network and drop in throughput of secondary network. Ibased approach to medium access has potential to delivdr goo
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secondary network throughput without significantly affegt
the performance of primary WLAN network. High secondary
throughput can be achieved without affecting the primar)w
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