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Abstract

Wireless adhoc network is an attractive solution to provide
connectivity between multiple devices without any support of in-
frastructure. But wireless networks typically have low through-
put. Recent advances in MIMO technology promises to pro-
vide higher throughput in wireless network. But, the underlying
MAC protocol should be suitably modified to exploit the MIMO
functionality. In this paper, we apply basic MIMO concepts to
802.11 based multihop wireless network at the MAC layer. In
order to take advantage of this MIMO based MAC, we propose
corresponding modification at the TCP layer in terms of conges-
tion window limit (CWL). Our simulation results show that run-
ning TCP with the modified MIMO-based MAC improves TCP
performance. Further, from simulation data we determine that
setting CWL to 1/2.8 of round trip hop count results in better
TCP performance.

1. Introduction

Wireless adhoc networks are attractive solution for provid-
ing connectivity amongst users in the absence of networking in-
frastructure. Nodes in this kind of network cannot have cen-
tralized control and hence use distributed medium access pro-
tocols such as IEEE 802.11 to communicate with each other.
One of the main problems with wireless adhoc networks has
been the poor performance of TCP applications as compared to
wired networks. Since 802.11 is a contention based protocol and
due to hidden node problem, the number of nodes along a TCP
path that can simultaneously transmit is less than that in wire-
line network. This leads to lower throughput of TCP in 802.11
based adhoc networks. Past studies [1,3-5,7, 11] have shown
that TCP performs poorly in wireless adhoc network, since its
performance is highly dependent on the performance of the lay-
ers below it. Various issues like high contention and mobility
degrade the performance of TCP.

Most of the work in this field are designed for single antenna
transmitter and single antenna receiver system. Recent advances
in the multiple-input multiple-output (MIMO) technology in an-
tenna system promises to provide higher throughput without in-
creasing transmit power. This new technology requires suitable
changes in the MAC layer to improve the network performance.
There have been several research work reported at the MAC
layer for MIMO-based wireless network [2,6,9]. But the higher
layer protocols like TCP has to make appropriate changes to per-
colate the improved performance at the MAC layer up to the
TCP layer. In fact, without these changes, the performance of
TCP may deteriorate compared to regular (non-MIMO) wireless
network.

In this paper, we focus on improving the TCP performance

over MIMO links. First, we study basic concepts in some of
the MIMO-based MAC protocols and apply these concepts to
MIMO-based multihop wireless network. Then, we look into
the ways to improve TCP performance over this MIMO-based
MAC protocol. It is well known that, in wireless adhoc net-
works, increasing the TCP window size beyond certain limit
degrades its performance. The recent research reported in [1]
shows that, in normal wireless network with IEEE 802.11 based
MAC, setting the TCP congestion window limit (CWL) to 1/5
of round trip hop count improves its performance significantly.
However, the limit calculated with IEEE 802.11 based MAC
might degrade the TCP performance over MIMO links. Since
MIMO with efficient MAC protocol, offers more parallel com-
munications in the same collision domain, modification of this
limit is required in order to have improved TCP throughput. This
paper present the relevant changes required at the TCP layer
in terms of congestion window limit, with the efficient MIMO
based MAC layer. Our simulation results show that running TCP
with the proposed congestion window limit over the modified
MIMO based MAC improves its performance. Further, from
simulation data we determined that setting CWL to 1/2.8 of
round trip hop count results in better TCP performance.

The rest of the paper is organized as follows. Section 3 first
presents basic concepts of MIMO-based MAC protocols and
then the application of these concepts in multihop wireless net-
works. In Section 4, we propose modifications required at the
TCP layer with the efficient MIMO based MAC. In Section 5,
we present our simulation setup and results which justify our
proposed modification at the TCP layer. Finally, we conclude
this paper in Section 6.

2. Related Work

There has been a lot of research reported in literature to im-
prove performance of TCP in wireless adhoc networks [1, 3-5,
7]. The basic conclusion out of most of these studies is to allow
TCP window to hover around the value that allows maximum
spatial reuse of the channel. In [3], the authors proposed two
techniques, RED and adaptive pacing, such that average TCP
window settle down at optimal point. In another study [12], the
authors reported instability of window based congestion control
algorithm and proposed a rate based end to end congestion con-
trol scheme. A leaky bucket rate controller is used in the TCP
layer to control the TCP sending rate. The feedback from the
bottleneck nodes along the path is used to control the sending
rate.

In another study [1], the congestion window limit is set to 1/5
of round trip hop count in order to improve TCP performance.
However, the limit is calculated for regular IEEE 802.11 based
MAC. But when nodes are MIMO-enabled, IEEE 802.11 based
MAC results in under utilization of the network, since it does



not make use of multiple antennas at transmitter and receiver. In
order to fully utilize MIMO capabilities, there have been vari-
ous MAC protocols proposed [2,6,9, 10] in the literature. These
MAC protocols are designed to have more parallel communica-
tions in the same collision domain. The key idea behind these
proposed MAC protocols is the selection of the antenna weights
and exchanging this information with neighboring nodes. In [6],
the authors proposed the use of two channels, i.e., control chan-
nel and data channel. The control channel is used for exchang-
ing control information like RTS, CTS, weights etc, while data
channel is meant for actual data transmission. [9] have a differ-
ent design of MAC protocol, but achieves the same goal as that
of [6] without having a separate control channel.

3. Efficient MIMO based MAC Protocol for multi-
hop communication

There have been different types of MAC protocols proposed
for MIMO systems. Some of them take advantage of physi-
cal layer phenomena like diversity gain and spatial multiplexing
gain. There are other MAC protocols which assign appropri-
ate weights to the antennas to have multiple simultaneous com-
munication in one collision domain. In this paper, we consider
MAC protocol of latter type.

To understand why there is a need for a more efficient MAC
protocol for MIMO based system, let us look at Figure 1 and as-
sume that the transmission and interference ranges of the nodes
are the same. The dashed circles show the transmission ranges
of the nodes. When node A is transmitting to B, node C' can-
not transmit to D, since that will lead to collision at B (this is
classical hidden node problem). This means in every three hops
(or nodes) there can be only one communication in the forward
direction. Hence, a paths with h nodes can have at most h/3
number of simultaneous transmissions. The solid circles in Fig-
ure 1 indicate a collision domain or a transmission domain. But
if the wireless nodes are MIMO-based, then C can transmit to
D when A is transmitting to B. This is possible because, using
MIMO technology unintended signal reaching B from C' can be
nullified (details explained in latter section). This is shown in
Figure 2. Hence, in MIMO based system, there can be one com-
munication in every two hops, i.e., there can be h/2 number of
simultaneous communications possible in a path of h hops.

It is easy to perceive that when interference range is more
than transmission range (but less than twice the transmission
range), regular 802.11 MAC allows h/4 simultaneous transmis-
sion. However, in case of MIMO-based system the number of
simultaneous transmissions remains same as the previous case
(when transmission and interference range is the same), because
MIMO systems have the capability to nullify the interference
from neighboring nodes.

Thus, if traditional 802.11 MAC is used over MIMO-based
PHY, then it cannot exploit the capabilities provided by MIMO.
Hence, an efficient MIMO based MAC protocol is required
which will potentially increase the throughput because of in-
crease in number of simultaneous transmissions. There are
many MIMO based MAC protocols proposed in the litera-
ture [2, 6,9]. These protocols are designed to take advantage
of multiple antennas present at the transmitter and the receiver.
Next, we start with a description of basic concept behind these
MIMO based MAC protocols which provides more efficient
multihop communication.

3.1. Basic Concept

We represent the MIMO channel by a N x N matrix H,
where N is the number of antennas at both the transmitter and
the receiver. Each entry h;; of the matrix H represents the com-
plex gain between the *" transmitter antenna and the j*" re-
ceiver antenna. When a signal s(t) is to be transmitted from
the sender, the beamformer at the transmitter sends the weighted
version of the modulated signal s(¢) through each antenna. Sim-
ilarly, the receive beamformer applies weights to the received
signal on each receive antenna, which is then demodulated to
form the resultant receive signal. Let the weights of the trans-
mitter antennas wp be represented by a N x 1 vector and the
corresponding weights at the receiver be a N x 1 vector denoted

by wg. Then the signal received at the ' antenna is given by

N
zi(t) = s(t) Z wr; i
=1

The receive beamformer combines the x;(t) to obtain the beam-
former output r(t)

N
r(t) = Z wr,x;(t)

Thus, r(t) = s(t)wh:Hwpg, where wk is the transpose of
transmitter weight vector wr. So, the complex gain experienced
by s(t) as it passes through transmit beamformer, the wire-
less channel and the receive beamformer is equal to wh Hwg.
Hence, transmit and receive weight vectors can be chosen ap-
propriately to receive the transmit signal with a certain gain or
to completely nullify the transmit signal. Obviously, the weight
vectors play an important role in order to accept the signal of
intended transmitter and reject the signal of interfering trans-
mitters. The weight vectors should be set based on whether the
receiver wants to receive the signal or wants to nullify the signal,
as explained below.

o If wg of the intended recipient of the message is fixed, then
wr should be chosen such that
wh(Hwg) = 1.

e If a receiver (say r4) having weight vector wpg is already
in communication with a transmitter (say ¢ 4), and another
transmitter (say tp) in the communication range of receiver
r 4 Wants to communicate with receiver r g then the weight
vector wr of transmitter ¢z should satisfy

wl(Hwg) = 0, so that it does interfere with the ongoing
communication of r 4.

e If a transmitter (say t4) having weight vector wy is al-
ready communicating with a receiver (say 74) and a re-
ceiver (say rp) which is in the communication range of
t 4 wishes to receive from some other transmitter (say tp),
then rp should choose its weight vector wg such that
(wI'H)wgr = 0 and (w-H)wg = 1, where wr is
the weight vector of transmitter ¢ 5.

Hence, it is clear that in a MIMO-based 802.11 system, unin-
tended signal received by the receiver can be nullified by appro-
priately choosing the weights of transmitter and receiver. This
feature provided by MIMO can be exploited at the MAC layer in
order to provide multiple communications in the same collision
domain.



Figure 1: Illustration of Collision Domains and Number of Simultaneous Transmissions in regular IEEE 802.11 MAC
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Figure 2: Illustration of Collision Domains and Number of Simultaneous Transmissions in MIMO-based IEEE 802.11 MAC

3.2. Modified MAC for MIMO based IEEE

802.11 Systems

Since multiple set of communication can happen in a MIMO-
based system in a single collision domain, regular 802.11 MAC
should be modified to take advantage of the MIMO PHY so that
throughput of the network can be increased. Towards this goal
we apply the basic concepts of MIMO based MAC protocol to
multihop 802.11 based wireless network.

Before we formally present the modified MAC, we explain
the main idea behind the protocol through the following exam-
ple. Consider the chain topology of Figure 2. Whenever, node
A wants to transmit data to node B, it transmits RTS using the
default weight vector. Let us denote this by w 4. Default weight
vector is the weight vector that is used by a transmitter, when
it is the first transmitter to communicate in a given collision
domain. The receiver upon receiving the message, determines
the weight vector of the transmitter and chooses a weight vec-
tor, wp, which it would use for reception. Normally, B can set
wp = hT , where h = w H. Then B responds with a CTS
message using its weight vector. The same weight vector wp is
used by B to receive data packet and to send an ACK. After the
RTS/CTS handshaking, node A sends and node B receives data
frame using the weight vector w4 and wp respectively. Figure
2 illustrates this basic operation.

Now, when A and B are communicating, if C' wants to start
another communication with D, then it has to choose its weight
vector carefully. C' would have received the CTS sent by node
B and hence knows the weight vector wp of node B. C must
select its weight vector, such that it does not cause interference
at node B. So C' should select its weight vector we such that
the complex gain at B due to transmission of C' is zero, ie.,
w&(Hwp) = 0. C send the RTS to node D using this weight
vector we. Thus, using appropriate weight vector multiple com-
munication can happen in a single collision domain.

Now we formally present the weight selection of transmitter
and receiver in a MIMO-based 802.11 network. Every node in
the network keeps a record of weight vectors whenever it over-
hears an RTS or an CTS.

3.2.1. Transmitter Weights Selection

Assume that node A wants to start a new communication as the
transmitter.

e If there are no CTSs overheard, then there is no other re-
ceiver in the collision domain who might get interference
from node A. In this case, use default weight vector for
transmission.

e Otherwise, let @ be the set of nodes whose CTS has been
overheard by this node. Solve the following set of equa-

tions to determine its weight vector w 4 to use for transmis-
sion.

VI € ®, wh(Hwr)=0

where wy is the weight vector used by node I.

3.2.2. Receiver Weights Selection

Consider a receiver B which has received an RTS from transmit-
ter A. Transmitter A used weight vector w, while transmitting.
Node B needs to decide its weight vector wgp.

o If the intended transmitter is the only transmitter, then there
will not be any other RTS it would have overheard. In this
case, solve the equation w (Hwp) = 1 to get the required
weight vector wp.

e Otherwise, search for the interfering transmitter in the same
collision domain, i.e., the one whose RTS has been received
and calculate its weight vector wy.

e On receiving the RTS of the intended transmitter, calculate
its weight vector wrp.

e Let ® be the set of nodes whose RTSs have been heard
earlier. Solve the following simultaneous equations to get
wpg.

VI e ®, wl(Hwg) =0 and

’LU?;(H’LUB) =1.

Now, it is clear from the above discussion that by choosing
the transmitter and receiver weights appropriately, we can have
more number of simultaneous communications compared to
IEEE 802.11 based MAC. With these modifications at the MAC
layer, next section discusses the relevant changes required at the
TCP layer.

4. TCP Enhancement with MIMO based MAC

There have been a lot of studies reported in the literature
which show that TCP performance is very poor in Mobile Ad
Hoc Networks (MANET) [3,7]. In wireless networks, perfor-
mance of TCP heavily depends on the design and operation of
lower layer protocols. Specifically, the routing and MAC layer
protocols can impact the performance of TCP in MANETS. For
example, high collision rate in the MAC layer can degrade the
performance of TCP significantly.

TCP congestion window limit (CWL) plays an important role
in its performance. It has been reported that increasing the TCP
CWL to a large value degrades its performance [4] in MANETS.
Hence, there must be an upper bound on the TCP CWL. In [1],



the authors have reported an upper bound on CWL for 802.11
based MANETS, which is approximately 1/5 of the Round Trip
Hop Count (RTHC). However, this upper bound may not be ap-
propriate for MIMO based 802.11 network. In the following
section we first describe the basic method in deriving the expres-
sion for upper bound on CWL and then derive the expression for
tighter upper bound with the efficient MIMO based MAC (dis-
cussed in the previous section).

4.1. Computation of TCP Congestion Window
Limit

Let us consider a chain topology of h hops in the forward
path and m hops in the reverse path. We index the forward
links by the hop count from the leftmost node. Thus, the for-
ward links are identified as l1, 2, .., 5. Alink, [; (1 < i < h)
has bandwidth b; and ¢; in the forward and reverse path respec-
tively. The bottleneck bandwidth on the forward path is given
by Bpmin = min; b; (1 < ¢ < h) and that on the reverse path
is Cpnin = min; ¢;(1 < i < m). Let S be the TCP packet size
or segment size. When the data packet travels from source to
destination, the transmission delay on the forward path is given
by

S/b1+S/ba+...48/bp, < S/Bmin+S/Bmin+....+S/Bmin

< h* (S/Bmin)

Similarly, on the reverse path, for the TCP ACK of size X <
S, the delay is

X/e1+X/cat...+X/cm < X/Crint+X/Crint... X/ Crain
<m* (X/Chin) < mx(S/Cumin)
Thus, the round trip delay (RTD) at the TCP layer is given by
RTD < h(S/Buin) +m* (X/Cpin)
< h# (S/Bmin) + m # (S/Crnin)

Assuming B, =

ey

'min» (1) reduces to

RTD < h*(S/Bmin)+m*(S/Bmin) < (h+m)*(S/Bmin)
2
TCP CWL depends on the Bandwidth Delay Product (BDP) of
the path. The BDP of a link is defined as the product of the link
bandwidth and round trip delay along the link. A TCP connec-
tion may span over multiple links. Hence, we define BDP of
a TCP path as the product of the bottleneck bandwidth and the
round trip delay along the path. Hence, CWL of TCP is given
by
CWL < Bpn*x RTD

Using (2), we have
CWL < Bpin * (h+m)*(S/Bmin)
CWL<(h+m) xS
which can also be expressed as
CWL=kx(h+m) x S,wherekis a constant <1 (3)

Thus, the TCP CWL depends on the product of the packet
size and round trip hop count (RTHC).

4.2. TCP Congestion Window Limit for

MIMO-based System

In the previous section, we found that the TCP CWL can be
calculated from the product of the packet size and round trip hop
count if the constant factor £ is known. However, while calcu-
lating the above expression, we have implicitly assumed that the
every link along the TCP path is filled up to the extent of bot-
tleneck bandwidth of the path. This implies that transmissions
can happen from each hop simultaneously. But this is not pos-
sible in wireless multihop network because of interference from
neighboring nodes and due to hidden node and exposed node
problems. As discussed in the previous section, MIMO-based
systems can have maximum of h/2 packets in transit whereas in
wireless system without MIMO there can be maximum of h/3
packets in transit for a given path. Thus, k¥ < 1/2 for MIMO
system and k < 1/3 for system without MIMO. But for TCP
connections, there will be ACK packets in the reverse direction,
which contends for the medium with the Data packets. This
further reduces the number of simultaneous communication that
can happen which means that k is further reduced. This can
be explained by referring to the Figure 3. When ACK packets
are accounted for, number of simultaneous communication can
potentially reduce by half, which means k£ may reduce by half.
Thus, for TCP connections in MIMO-based system k& > 1/4,
whereas for system without MIMO k > 1/6.

Hence, TCP CWL can be calculated in terms of the round
trip hop count and packet size, i.e.,

CWL=Fkx(h+m) xS, 4)

where k is a constant given by
1/4 <k <1/2, for MIMO system
1/6 <k <1/3, for systems without MIMO

According to equation (4), we require round trip hop count to
calculate CWL of TCP. This information can be made available
by cross layer interaction, i.e., by letting the layers below TCP
provide the hop count information. In wireless adhoc networks,
round trip hop count can be easily calculated either by using
source routing protocol like DSR, or by incorporating the mech-
anism of counting number of hops when data or ACK packets
traverse a path. Once the round trip hop count is known, the only
unknown left in equation (4) is k. Hence, to get the appropriate
value of k, we performed the simulation experiments described
in the next section. Using this value of k, CWL of TCP can be
bounded, which should lead to better throughput.

5. Simulation Experiment

In this section, we first present the details of simulation setup
we used to evaluate the performance of MIMO-based 802.11
system based on the theory presented in this paper. Then we
discuss various results obtained using our simulator to validate
our theory.

5.1. Simulation Setup

We have developed a simulator to evaluate the performance
of MIMO-based wireless network proposed in this paper. The
simulator is written in C++. We have assumed a constant packet
size of 2312 bytes, which is the maximum size of packets in an
802.11 network and a chain topology in which each link band-
width is set to 11 Mbps. All our simulation experiments were



Figure 3: Illustration of Number of Simultaneous Transmissions Due to TCP Acknowledgement

run for 100,000 packets. The buffer size at each node is limited
to 25 packets. Shadowing model used in our simulation is ex-
actly same as the default configuration of shadowing model of
ns2 [8]. Basically, ns2 shadowing model has two components.
One component accounts for path loss and the other provides
log normal variation in received power. Each node is assumed
to have two antennas. For each transmit-receive antenna pair,
the real and complex part of channel coefficient is modeled as a
Gaussian random variable with mean zero and variance of 0.5
and the two random variables are independent of each other.
For most of our experiments we have assumed that the trans-
mission range of the nodes is same as the interference range.
However, we also report some results corresponding to the case
where interference range greater than transmission range and in
such case, we mention this configuration.

5.2. Simulation Results

In all our experiments we created saturation condition at the
TCP layer, i.e., TCP always has required number of packets to
send whenever it receives an ACK so that the TCP window be-
comes full. In unsaturated condition, although congestion win-
dow size can grow to large value, TCP will not have enough
packets to send at the rate corresponding to the congestion win-
dow size. Hence, TCP is run in saturation condition to test con-
gestion window limit. It was found that TCP was running at
saturation with offered load of 3 Mbps. Hence, all our experi-
ments are run with 3 Mbps offered load.

To determine the effect of CWL on TCP throughput, TCP
throughput was measured at different CWL values. Figure 4
shows CWL versus TCP throughput for different hop counts.
As shown in Figure 4, for low values of CWL, when CWL in-
creases, the TCP throughput also increases. But the throughput
saturates after certain CWL value. Further, for larger hop count
value, throughput saturates at a higher value of CWL. This is ex-
pected, since for larger hop count, more packets can be in transit
(without affecting congestion) and hence CWL can be larger. So
it is obvious that CWL should be set to the value which corre-
sponds to the saturation throughput, so that TCP can maximize
its throughput. From this observation, we can conclude that for
each hop count there exists a CWL beyond which there is no
significant increase in TCP throughput. We refer to this CWL as
optimal CWL. Note that setting CWL to a value larger than op-
timal CWL would worsen the congestion in the network, with-
out increasing the throughput significantly. This fact is obvious
from Figure 5, where we measure the average end-to-end packet
delay for two cases, one in which CWL is set to the optimal
value and the other where there was no limit put on the conges-
tion window size. It is clear that without any limit, the average
delay of packet is higher than the case where CWL is set to the
optimal value. This is because without any limit on CWL, CWL
can become larger than the optimal CWL, which leads to con-
gestion in the network. This, in turn, increases end-to-end delay.

As given by (4), TCP CWL is proportional to the RTHC and
the proportionality constant k ranges from 1/4 to 1/2. To de-
termine appropriate value of k, we obtained optimal CWL from
Figure 4 for each hop count by noting down the CWL value
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Figure 4: CWL vs. Throughput

which corresponds to saturation throughput. Figure 6 shows the
variation in optimal CWL with Round Trip Hop Count (RTHC).
The value of parameter k is calculated from this graphs as fol-
lows. For each RTHC we compute the corresponding value of
k using (4) and then the final value of k is set to the average
of these k’s (obtained for different RTHC). Based on this, & is
found to be 1/2.8, when transmission and interference range
are same. This k can be used to set the CWL of a TCP con-
nection spanning any number of hops. We verify this fact by
comparing CWL which is computed using k¥ = 1/2.8 to the
optimal CWL corresponding to saturation throughput (obtained
from Figure 4). From Figure 8 it is clear that these two values
are close to each other. Hence, k = 1/2.8 is the appropriate
value of k that can be used to limit congestion window for any
value of RTHC.

In [1], the authors have calculated the value of & to be 1/5
for 802.11 system without MIMO capability, but have assumed
interference range to be larger than transmission range. We want
to show that the same k value should not be used in MIMO
based system, hence we configured our system to have inter-
ference range greater than transmission range and determined
the value of k£ (using the same method as explained above) to be
approximately 1/3. Figure 7 plots TCP throughput obtained at
optimal CWL with & = 1/3 and & = 1/5 versus RTHC. It is
clear that with k£ = 1/3, the throughput is much better than that
with & = 1/5. Hence, for MIMO-based system, TCP should
use k = 1/2.8, when transmission range is equal to interference
range, whereas k = 1/3 should be used when interference range
is more than the transmission range.

6. Conclusion

Traditional MAC protocols for IEEE 802.11 network are not
suitable for MIMO-based system because they lead to lower
throughput. Hence, in this paper, we applied basic concepts of
MIMO based MAC protocols to multihop 802.11 based wireless
network. This modified MAC protocol allows more number of
simultaneous communication and hence leads to higher through-
put. Because of this modification at the MAC layer, TCP con-
gestion window limit needs to be changed suitably to improve
its performance. We presented a method to compute appropri-
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ate value of the parameter & which is used to find the optimal
CWL. We showed that using the optimal CWL, TCP has a bet-
ter performance in terms of round trip delay. Our simulation
data shows that when CWL can be empirically set to 1/2.8 of
round trip hop count to get TCP throughput close to that of op-
timal CWL. Hence, in a MIMO-based multihop network, the
MAC protocol should be modified suitably to facilitate more
number of parallel transmissions and correspondingly the TCP
CWL should be set appropriately to improve the system perfor-
mance.
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