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Abstract
Running real time applications over wireless LANs is be-

coming common place. These applications require QoS. But
the most widely used wireless LAN, IEEE 802.11, does not
have QoS support. Hence, providing QoS in 802.11 WLANs
is an important issue due to its large installation base. In
this paper, we propose a priority based service differentia-
tion mechanism at the MAC layer. The MAC assigns dif-
ferent contention windows to two priority classes to pro-
vide service differentiation. The MAC protocol was designed
such that minimal change is required in 802.11 firmware and
yet the performance is comparable to 802.11e MAC. When
collision occurs, contention window is increased in a lin-
ear fashion and the new contention windows for high and
low priority traffic become non-contiguous. This unique
method of contention window management provides better
relative performance between the two classes. We also pro-
pose an enhancement to our base protocol that further in-
creases throughput at light load condition. We present our
simulation experiment results that show that our protocol
has performance comparable to 802.11e.

1. Introduction
Real time applications running over a network have strin-

gent requirements in terms of delay, bandwidth and other
QoS parameters. Hence, QoS should be provided by the un-
derlying network to such applications. One way to achieve
this is to provide QoS at the MAC layer. Since wireless
LANs (WLAN) are very common nowadays, users expect
these real time application to run over WLANs and get the
required QoS. But IEEE 802.11, which the is most prevalent
WLAN technology, does not have any inherent QoS support.
So IEEE formed the 802.11e [3] task group which came up
with a priority based CSMA/CA scheme to provide differ-
entiated services across different types of applications.

1.1 IEEE 802.11 and Other Similar MACto Provide QoS
The IEEE 802.11 [2] MAC uses DCF (Distributed Coor-

dination Function) for media access among the participating

network nodes. But DCF alone is neither capable nor suit-
able for fulfilling the QoS requirements of realtime appli-
cations like voice and video. It does not provide any prior-
ity and there is no service differentiation between different
flows.Generally, the QoS schemes proposed based on IEEE
802.11 try to improve DCF functionality. There are primar-
ily three ways in which QoS is provided by modifying DCF
based MAC:

� Prioritisation among different classes of data: Most of
the techniques use different Inter Frame Space(IFSs) or
different Contention Window (CWs) or both [12, 11,
8].� Resource allocation to prioritized classes of data: This
is achieved by some distributed variant of Weighted
Fair Queuing (WFQ) [13, 9].� Admission control: Measurement and model based ad-
mission control mechanisms are used to provide QoS
[14, 7, 10].

1.2. IEEE 802.11e
The IEEE 802.11e MAC employs a channel access func-

tion, called Hybrid Coordination Function (HCF), which
includes a contention based channel access known as En-
hanced Distributed Channel Access (EDCA) and a con-
tention free channel access mechanism. EDCA has four
Access Categories(AC). Each AC obtains a differentiated
channel access due to varying amount of time an AC would
sense the channel to be idle and different length of the con-
tention window size during backoff. EDCA supports eight
different priorities, which are further mapped into four ACs.
Access Categories are achieved by differentiating the arbi-
tration interframe space(AIFS), the initial window size,
and the maximum window size. For the AC[i] (i = 0; :::; 3),
the initial backoff window size isCWmin [i], the maximum
backoff window size isCWmax [i], and the arbitration in-
terframe space is AIFS[i]. Each AC acts as an independent
virtual MAC entity and performs the same DCF function,
with a different interframe space(AIFS [i]), and a different
Contention Window. Each AC has its own backoff counter(BO [i]), which is independent of others. If more than one



Figure 1: Different CW Ranges for Different Priorities
Figure 2: Effect of Collision on the Contention Win-
dow Ranges for Different Priority Classes

AC finishes the backoff at the same time, the highest priority
AC frame is chosen for transmission by the virtual collision
handler. Other lower priority AC frames go to the next round
of backoff. Obviously, IEEE 802.11e is a much better pro-
tocol than IEEE 802.11 in terms of providing QoS. But it is
a new standard. Almost all of the current WLAN infrastruc-
ture is 802.11 based. Thus, QoS mechanisms based on IEEE
802.11 have to be looked at until 802.11e is available. But
such solution should require minimal change to the 802.11
MAC and yet provide good performance for real time appli-
cations. We propose one such MAC protocol. Our scheme
provides priority to real time flows by using contention win-
dow based service differentiation method. In keeping with
minimal change philosophy, we do not propose to have dif-
ferentiation using different IFSs. But it has been found that
providing priority through IFS based techniques is more ef-
fective than Contention Window (CW) based techniques [4].
This is because such protocols get deterministic differentia-
tion in access times of different priority classes, whereas in
CW based schemes, differentiation is probabilistic. Since
802.11e employs both IFS based and CW based priority it is
quite effective in providing service differentiation. Hence,
we did not expect our scheme to outperform 802.11e, but
our protocol is carefully designed to make the performance
comparable to 802.11e. Simulation experiments show that
our protocol is quite comparable to 802.11e when only voice
traffic is supported in the WLAN. When a mix of voice
and video is supported, our protocol performs better than
802.11e in some scenarios.

2 Description of our protocol
2.1. Basic Mechanism

Our protocol provides two levels of priorities. High pri-
ority can be used by real time applications like voice and
video, whereas low priority would be used by regular best
effort based application like email, FTP etc. Our protocol
uses contention window based differentiation mechanism to
provide priorities to traffic flows. Basically, it specifies two
different contention window(CW ) ranges for two priority
levels. As shown in Figure 1, the high priority class occupies
the lower half of the Contention Window range, whereas the
low priority occupies the upper half.

Higher priority class chooses its backoff from the lower
half of the Contention Window range. Hence higher priority
traffic has a smaller backoff interval than the lower priority

traffic. Thus, the average delay of high priority traffic should
be less than that of low priority traffic. Moreover, since the
delay is low for higher priority class, it receives relatively
higher throughput. Thus, this MAC protocol basically pro-
vides better quality of service to the higher priority class at
the cost of service of the lower priority class.

2.2. Collision Handling
In IEEE 802.11 DCF MAC protocol, when a collision oc-

curs, the contention window range is doubled. The stations
involved in collision then choose the backoff value from the
larger range, which lowers the probability of collision. In
our scheme, however, the CW range is increased in a lin-
ear fashion. Thus, after every unsuccessful transmission at-
tempt the current CW range is increased byCWmin. Fur-
ther, while the CW range is increased, the individual CW
ranges of priority classes become noncontiguous as shown
in Figure 2. This Figure shows the effect of collision on
the contention window of individual priority classes. Be-
fore collision, the contention window of high priority flow
is from A to B and of low priority is from B to C. After col-
lision, the contention window of both the priority classes be-
come noncontiguous i.e., high priority class gets CW range
from A to B and from C to D,whereas low priority class gets
CW range from B to C and from D to E. Now we provide
the rationale behind two major aspects of our protocol.

2.2.1. Linear Increase
In IEEE 802.11 and IEEE 802.11e the increase in CW size
after collision is exponential. This decreases the probability
of further collision between the same stations. But in our
scheme, we increase the CW size linearly. It has been re-
ported that the probability of stations going through four or
more successive collision is negligible [5]. Even the proba-
bility of having three successive collision is quite low. More-
over, the first two rounds of backoff in exponential and linear
increase scheme will have the exact same contention win-
dow size. Hence, the performance difference between the
two schemes may not be that significant. Linear increase in
contention window size helps reducing the delay difference
between packets sent from different rounds of backoff, while
reducing the probability of collision in subsequent round.

2.2.2. Noncontiguous Contention Windows
In our protocol, contention windows of the two priority
classes become noncontiguous after collision. This has the



following advantages:

� Under high load condition, if a high priority and a low
priority frame have collided, then they will not collide
again.� The difference between expected values of backoff for
high and low priority remains same irrespective of the
round of retransmission. This has the nice property that
the relative delay performance of the two classes still
remain the same in subsequent backoff rounds. This is
illustrated in Figure 2 byexpH andexpL.

2.3. E�ect of Backo� Countdown on Lowpriority class
In the proposed scheme, the frames belonging to low pri-

ority class always choose a higher backoff value than the
high priority frames. This may seem unfair for the low pri-
ority flows. Although the low priority frames have to wait
longer than the high priority ones, they eventually get a
chance to transmit. Figure 3 shows the process of count-
down of backoff counter of low priority traffic. The low pri-
ority frames initially choose a backoff value from CW/2 to
CW-1, but after countdown of CW/2 backoff slots, the back-
off counter takes a value between0 to (CW=2) � 1, which
is the contention window range for high priority class. Thus,
the lower priority frame effectively becomes equivalent to a
high priority frame when its backoff counter counts down to
a value which is in the range of high priority traffic.This dy-
namic change in priority helps maintain fairness to the low
priority traffic.

2.4. Management of Contention Window
As mentioned earlier, we provide service differentia-

tion based on contention window assigned to two priority
classes. Apart from this, our protocol is very similar to IEEE
802.11 DCF MAC protocol. LetCWi denote the total con-
tention window size in a backoff roundi. When i = 0,CWi = CW0 is the minimum total contention window size.
For this study, we have taken it as32, which is the default for
IEEE 802.11 DCF. Since we increase total contention win-
dow linearly,CWi is given by

CWi = (i+ 1) � CW0 (1)

Note that thisCWi is the size of the total CW range. This
is divided into individual ranges of the two priority classes.
Now consider theith backoff round. The total CW range
is CWi and the non-contiguous contention window for the
high priority class, denoted byCWHi is given by

CWHi =
8>><
>>:

0 to 12CW0 � 1CW0 to 32CW0 � 12CW0 to 52CW0 � 1: : :iCW0 to 2i+12 CW0 � 1
(2)

Similarly, the non-contiguous range of contention window
for low priority classCWLi is given by

CWLi =
8>><
>>:

12CW0 to CW0 � 132CW0 to 2CW0 � 152CW0 to 3CW0 � 1: : :2i+12 CW0 to (i+ 1)CW0 � 1
(3)

2.5. An Enhancement to Improve ResourceUtilization
Keeping the contention window size completely non-

overlapping between the high and low priority class may not
be always good. For example, at low load condition, the
low priority traffic will choose high backoff value due to the
nonoverlapping backoff window. This leads to higher delay
and lower throughput. At low load condition, allowing the
low priority class to encroach into the CW of high priority
class would improve its performance and may not hamper
the performance of high priority class significantly. This is
the main idea behind the enhancement proposed to our base
protocol. Since high priority flow is delay sensitive, we do
not allow the same encroachment of high priority CW into
low priority CW. Thus, the total CW range remains fixed,
but the individual CW range of low priority can step into
or come back to its original boundary based on the network
load. This dynamic nature of CW of low priority class is
shown in Figure 4. The increase in traffic load in the net-
work causes increase in the number of collisions. In other
words, the number of collisions per unit time is an indicator
of the load on the network. The dynamic size of the Con-
tention Window range of low priority class depends on the
number of collision experienced, normalized by number of
transmission attempts in an observation period. Thus, we
can have a case where, due to negligible number of colli-
sions, the Contention Window range of low priority class
stretches fully from0 to CW � 1. In high load condition,
however, the two CW ranges should not overlap. It may ap-
pear that decreasing the size of CW of lower priority in case
of increasing load will make the situation worse as there will
be lesser number of slots from where the lower priority sta-
tions can choose backoff. But it is essential so as to keep the
higher priority class unaffected due to the lower priority. Let
the overlap factor be denoted by�. This� can be defined as
the amount of CW which the low priority class encroaches
into the region of high priority. Thus we have,

0 � � � CW02 (4)

The non-contiguous range for low priority classCWLi with
this enhancement is given by

CWLi =
8>>><
>>>:

12 CWii �� to CWii � 132 CWii �� to 2 � CWii � 152 CWii �� to 3 � CWii � 1: : :2i+12 CWii �� to (i+ 1) � CWii � 1
(5)

2.5.1. Calculation of Overlapping Factor
The overlapping factor� depends on the number of colli-
sions in the network. Letk be the number of transmission
attempts,c be the number of collisions in lastk attempts andt be the collision threshold. The overlapping factor depends
inversely on the value off , which is defined asc=k. Whenf = 0, there is complete overlap, i.e.� = CW0=2. As f
increases,� decreases and finally� becomes0 whenf � t.
3 Performance Evaluation

In this Section, we present performance results of our
proposed protocol in different application scenarios. We
have used Opnet [1] simulation software for our experiment.
Since 802.11 does not provide any priority, it is obvious that



Figure 3: Transition of Low Priority Traffic to High Pri-
ority Due to Countdown Figure 4: Effect of Network Load on Contention Window

Range of Low Priority Figure 5: Simulation Topology in SQS Mode

Figure 6: Avg. Delay of Voice Traffic (Scenario A)
Figure 7: Avg. Throughput of Voice Traffic (Scenario
A) Figure 8: Avg. Delay of Video Traffic (Scenario B)

our protocol will be better than 802.11. Hence, we have
compared our scheme with 802.11e only. As our scheme is
based on 802.11, we modified the existing implementation
of 802.11 in Opnet to build our protocol. The amount of
code change to realize our protocol in Opnet was very small
(less than 10 lines of code). This implies that our protocol
can easily be implemented in real 802.11 hardware with a
small amount of change in the MAC firmware. In our experi-
ments we have designated some nodes as high priority nodes
and others as low priority nodes. High priority nodes send
out high priority traffic (e.g., voice), whereas low priority
nodes transmit low priority traffic (e.g., best effort). To load
the network with high priority traffic, we selectively assign
real time applications like Voice and Video to high priority
nodes. In 802.11e we have not used AC[0], the least priority
class. Instead, we have used AC[1] as the lowest possible
priority. This implies that our protocol can easily be im-
plemented in real 802.11 hardware with a small amount of
change in the MAC firmware. The topology used in our sim-
ulation is shown in Figure 5. It consists of 8 wireless nodes
and 1 access point. The parameters likeCWmin, CWmax
and IFS are configurable in 802.11e, but for our simulation,
we have taken their default values as shown in Table 1. Ta-
ble 2 shows the parameter values used in our protocol. The
specifications of applications and their associated priorities
are given in Table 3. We ran our experiment in different
scenarios as explained below.

3.1. Scenario A
This scenario involves

� A mix of low priority applications (see Table 3) to each
of the four low priority nodes� Four voice applications assigned to four different high
priority nodes. The load in the network was around 3.5
Mbps.

The average end-to-end delay experienced by voice applica-
tions was measured in high and low load situations (Figure

6). Note that this delay is measured at network aggregate
level and not on per node basis. Under this condition, it is
clear that 802.11e performs better than our protocol. But
the delay is only about 8% less than our scheme.This is due
to the priority mechanism of 802.11e through IFS differen-
tiation. The average delay in our scheme is about58msec,
which is pretty good for voice applications, considering that
upto 150msec one way delay provides good voice quality.
Figure 7 shows the performance of voice application in both
802.11e and our scheme in terms of throughput. Through-
puts of the two protocols are almost equal. Since the offered
load is within the capacity of the system and the difference
of average delay between the two protocols is not signifi-
cant, in a given observation interval, there is no perceived
difference between the throughputs.

We also ran the same experiment in low load (1Mbps)
condition. We observed that our protocol and 802.11e per-
formed almost equally in terms of delay and throughput.
This was because, at low load, there were very few colli-
sions and most of the time the medium was found to be free.
Hence the stations did not go into backoff. The Throughput
of Best Effort (low priority) traffic in both protocols were
also almost equal in both high and low load condition. We
have not shown the graphs due to space limitation.

3.2. Scenario B
This scenario involves
� One Video streaming application assigned to one high

priority node.� A mix of low priority applications to each of four low
priority nodes.

The total load on the network was approximately 6 Mbps
and average end-to-end delay experienced by Video appli-
cation was measured (Figure 8). The delay in our scheme
is nearly 15% higher than that of 802.11e. In this situation
AIFS based service differentiation of 802.11e is responsi-
ble for its better performance. Throughput of Video traffic
(Figure 9) under the two protocols is almost the same.



Figure 9: Avg. Throughput of Video Traffic (Scenario
B)

Figure 10: Improvement in Resource Utilization of
Best Effort With Voice Traffic

Figure 11: Slight Increase in Delay of Voice Traffic
Due to Overlap

Type AC IFS CWmin CWmax

Voice AC[3] 2 8 16
Video AC[2] 2 16 32
BE AC[1] 3 32 1024
BG AC[0] 7 32 1024

Table 1: 802.11e parameters

Type Priority IFS CWmin CWmax

(noncontiguous)
Voice High 2 16 1016
Video High 2 16 1016
other Low 2 32 1024

(16-31)

Table 2: parameters used in our protocol

Application Priority Specification
Voice over IP High 64Kbps, G.711
Video Stream ,, 10fr/sec, 1.38Mbps

FTP Low varying
Telnet ,, varying

Database ,, ,,
Email, Web ,, ,,

Table 3: Specification of Applications

3.3. Improvement in Resource Utilizationby using Overlapping CWs
As discussed in Section 2.5 there is an improvement in

the throughput of the BestEffort or Low Priority traffic when
the overlapping enhancement is utilized. Although, due to
improved performance of low Priority, high Priority suffers,
but that is negligible as the load in the system is low. Figure
10 shows the performance improvement of Best Effort traffic
and Figure 11 shows the slight increase in delay for Voice
traffic due to overlap. The threshold is set to bet = 0:32.

4. Conclusion and Future Work
We have presented a 802.11 based MAC protocol that

provides QoS to real time traffic like voice and video ap-
plications. Our MAC protocol provides priority to real time
traffic by using contention window based service differen-
tiation method. This has been achieved by making mini-
mal changes to 802.11 MAC. We also presented enhance-
ment over our base protocol to increase throughput in light
load situation. Our simulation experiments show that perfor-
mance of our protocol is comparable to 802.11e when voice
applications are running in the network. For video applica-
tions, performance of our protocol is almost equal to that of
802.11e.

In this study, we have assumed that a priority is assigned
at a node level i.e., a high (low) priority node sends out only
high (low) priority traffic. In future, we would like to relax
this constraint and allow a node to carry traffic of both the
priorities. We are also planning to carry out analytical mod-
eling of our protocol and evaluate its performance using the
model. For the enhanced version of our protocol, we would
also like to explore other methods of determining the overlap
factor as the offered load changes in the network.
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