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Abstract— In an Open Shortest Path First (OSPF) based best
effort network, when a packet experiences congestion, the routing
subsystem cannot send it through an alternate path. Thus, itfails
to provide desired Quality of Service (QoS) during congestion.
A Load Sensitive Routing algorithm (LSR) has been reported
which finds alternate path based on ospf property. The operating
parameter (or coefficient) of LSR was chosen such that total
number of alternate paths in the network is maximized. In this
paper, we argue that a better operating parameter would be
one that maximizes total number of alternate paths subject to
the constraint that maximum number of nodes have at least
one alternate path. Using simulation, we show that this new
algorithm, called Efficient LSR (E-LSR) performs better than
OSPF and LSR in terms of delay and packet loss. Besides,
this paper presents more efficient algorithm for determining
the optimal operational E-LSR coefficient by pruning the search
space and using a simple objective function. In E-LSR algorithm,
the number of alternate paths depend on the topology and costs
assigned to the links. Hence, this paper provides atopology
guideline that may be followed by the implementers to make
E-LSR more effective.

I. I NTRODUCTION

There has been an upsurge in real time applications like
Voice over IP, video streaming on the Internet. These ap-
plications require Quality of Service (QoS) to perform sat-
isfactorily. But the current Internet is built onbest effort
infrastructure. Hence there is need for providing QoS on top
of best effort network. There are few mechanisms available to
provide QoS to VOIP calls when a request for call arrives. For
example, Cisco VOIP gateways have Call Admission Control
mechanisms in place to admit calls with an accepted level of
QoS at the time of call arrival [1]. But there is no satisfactory
method for providingmid call routing1 to VOIP or video
applications. One effective way would be to provide mid call
routing support at the routing layer.

Typically, routing sub-system uses shortest path algo-
rithm [2] like OSPF to route packets. But the routing decision,
in this case, is solely based on the destination address of the
packets. Hence, packets for a particular destination follow the
same path, even though there may be better alternate paths
available. Thus, QoS demand of the packets are not considered
while routing the packets. If routing protocol can provide
support for routing packets along alternate paths, then real time
applications like VOIP can perform satisfactorily when the
shortest path gets congested. Obviously, this can be exploited
for mid call routing.

But routing the packets through better alternate paths is not
as straight forward as it may look. One of the challenges is to

1When a VOIP call is already connected and the two parties are in
conversation, if the QoS of the call deteriorates, then mid call routing is
used to reroute the call in a different path to repair the QoS.This should
happen transparently without affecting the call.

make the alternate path loop free. If the alternate path protocol
is not loop free, then a separate loop detection mechanism
has to be put in place. This approach may not be attractive
to implementers, since that would mean changing the packet
forwarding engine. [3] reported an alternate path routing
algorithm calledLSR that provides a loop free alternate path
routing. The performance of LSR algorithm depends onLSR
coefficient, which decides how many alternate paths a node
will have for a particular destination. In [3], a methodology
is provided to calculate LSR coefficients in which the total
number of alternate paths in the entire network is maximized.
But that may lead to number of alternate paths, that is skewed
towards some nodes. That is, some nodes in the network may
have too many alternate paths whereas some other nodes may
not have any alternate path. We argue that a better way is
to maximize the total number of alternate paths such that
maximum number of nodes have at least one alternate path.
Towards this goal, we have developed an objective function
that achieves this optimality. Further, we have devised a more
efficient algorithm to calculate the LSR coefficients. Instead of
doing an exhaustive search, this algorithm reduces the search
space to only intervals where there is a possibility of finding
the optimal operational coefficient . We refer to the resulting
algorithm as Efficient LSR (E-LSR) algorithm. We show by
simulation that E-LSR outperforms LSR and OSPF in terms
of delay and packet loss.

The method used by E-LSR algorithm to find alternate path
depends on the topology of the network and on the costs
assigned to the links. Hence, topology and link costs play a
vital role in the performance of E-LSR algorithm. So, in this
paper, we provide a topology guideline that may be followed
by the implementers so that they can exploit our algorithm
and improve the performance of applications running in the
network.

QoS routing has been studied quite extensively. A cheapest
path algorithm from one source to all destinations when links
have two weights (cost and delay) such that the delay of the
path is not more than a certain threshold is studied in [4]. In
[5], the properties of path weight functions are investigated
so that hop-by-hop routing is possible and optimal paths
can be computed with the generalized Dijkstra’s algorithm.
Few studies have analyzed the costs associated with QoS
routing [6], [7]. Some other solutions in the literature use
source routing along with shortest path routing to achieve the
goal [8]. But security is a major concern in source routing.
Routing on alternate paths based on shortest path first has been
studied in [9]. But the disadvantage of this method is that the
alternate paths may have loops. Hence a loop detection module
is needed in the system. There are few solutions proposed
that use flooding to advertise QoS parameters [8], [10]. But



overhead and protocol convergence are main concerns in
these approaches. E-LSR does not use flooding to update
QoS parameters, rather the change in routing information is
confined to theregionwhere the QoS has deteriorated. Further,
alternate paths in E-LSR are loop free. Thus, it has low
protocol overhead and low convergence time and does not need
a separate loop detection mechanism.

II. SYSTEM MODEL

We model a network consisting ofN nodes. A nodei is
identified byNode(i), 0 � i < N . Nodes in the network
are connected by physical links.Node(i) andNode(j) are
said to be neighbors if they are connected by a physical
link Link(i; j). A link Link(i; j) has a costCost(i; j) > 0
associated with it.

The network runs OSPF protocol to build the routing table
which is used by the packet forwarding engine. The routing
table containsospf
ost and ospfhop
ount along with thenexthop for a a particular destination.ospf
ost is the cost of
the ospf path to the destination. This is the sum of the cost of
each link along the ospf path.ospfhop
ount is the number
of hops along the ospf path. Thenexthop is set to ospf next
hop to forward packets along the ospf path, whereas it is set
to E-LSR next hop to send it along E-LSR alternate path.
We denote ospf cost fromNode(p) to destinationNode(r) asOC(p; r) and the corresponding ospf hop count is denoted asHC(p; r).

There are two control messages used by E-LSR algo-
rithm.Congestion Notificationmessage is sent by a node to
all its neighbors (except the one connected to it over the
congested link) when it detects congestion on that outgoing
link. When a link, which was congested earlier, is no longer
congested,Congestion Overmessage is sent out to all the
neighbors (except the one connected to it over the congested
link).

III. E-LSR ALGORITHM

In this section, we start out with the overview of E-LSR
algorithm followed by a detailed description of alternate path
computation.

A. Overview of E-LSR Algorithm� WhenNode(i) detects congestion on the linkLink(i; j),
it sendsCongestionNotifi
ation(i; j) message to all
its neighbors exceptNode(j).� When Node(k), a neighbor of Node(i), receivesCongestionNotifi
ation(i; j) message it first gets the
set of all destinations for which packets forwarded fromNode(k) to Node(i) would go out on congested linkLink(i; j). For each such destination, it finds the alternate
E-LSR next hops to forward packets. The method for
calculating E-LSR alternate next hop is described in the
next section. If there are more than one alternate E-
LSR next hops, then the one with theleast costto the
destination is chosen (in this case, LSR chooses one of
them randomly). This new E-LSR next hop is put into
next hop entry of active routing table so that packets
are routed through E-LSR alternate path.Node(i) also
follows the same procedure for finding E-LSR alternate
next hop.� WhenNode(i) detects that the congestion is over on linkLink(i; j), then it sendsCongestionOver(i; j) to all its
neighbors exceptNode(j).

� When Node(k) receives theCongestionOver(i; j) it
checks the set of all destinations for which packets
forwarded fromNode(k) to Node(i) would go out on
congested linkLink(i; j). For each destination in this set,
it resets the next hop entry in the active routing table to
the ospf next hop.

B. Properties of Alternate Path
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Fig. 1. Topology for our simulation

For finding alternate paths, we have assumed that the OSPF
based network is operated by a service provider and the service
provider would like to provide QoS along ospf path between
an ingress and egress router. That is, alternate paths wouldbe
provided to the congested links in the ospf path.

Alternate paths in E-LSR are determined based on the
following two ospf properties. Firstly, the number of hops from
ospf next hop to a given destination along the ospf path is less
than the number of hops from the current node to the same
destination. Secondly, for a given destination, ospf cost from
ospf next hop is less than the ospf cost from the current node.

If Node(q) is the ospf next hop ofNode(p) for destinationNode(r) then combining the above said two properties we
havea�HC(q; r)+b�OC(q; r) < a�HC(p; r)+b�OC(p; r) (1)

where,a � 0 b � 0 and (a; b) 6= 0. The notation(a; b) 6= 0
means thata and b cannot be zero simultaneously. In fact,
this constraint is the basis for loop free property of LSR and
E-LSR. A formal proof of loop free property can be found
in [3].

For a particular node, a neighbor is considered as eligible
alternate next hop if inequality(1) holds and if the neighbor is
not the OSPF next hop.a andb are called E-LSR coefficient
pair. For a particular destination, all the nodes in the entire
network use the same E-LSR coefficient pair. This constraint
is necessary for loop free alternate path forwarding.

C. Coefficient Calculation

In this section, we provide the detailed method by which
E-LSR coefficients are calculated. We begin with a theorem
reported in [3] which gives the possible cases of finding
alternate paths. We provide the theorem here for ease of
reference.

Theorem 1:Let OC(i; d) and HC(i; d) be the ospf cost
and ospf hop count fromNode(i) to destinationNode(d)
respectively. LetOC(j; d) and HC(j; d) be the ospf cost
and ospf hop count fromNode(j) to destinationNode(d)
respectively. IfNode(j) is a neighbor ofNode(i) and not the
ospf next hop for destinationNode(d), Node(j) will qualify
as alternate next hop forNode(i) in the following cases.

Case 1:If HC(j; d) < HC(i; d) andOC(j; d) � OC(i; d)
thenNode(j) can be accepted as alternate next hop ifa > 0 andb � 0.



Case 2:If HC(j; d) < HC(i; d) andOC(j; d) > OC(i; d),
thenNode(j) can be accepted as alternate next hop ifb < x � a (2)

where,x = (HC(i; d)�HC(j; d)=(OC(j; d)�OC(i; d))
Case 3: If HC(j; d) � HC(i; d) andOC(j; d) < OC(i; d),
thenNode(j) can be accepted as alternate next hop ifb > y � a (3)

where,y = (HC(j; d)�HC(i; d))=(OC(i; d)�OC(j; d))
Proof: Please refer to [11].

In Theorem 1 without loss of generality, we choosea =1 for all destinations. Now the task is to determine value
of coefficient b. For this purpose, we define two notationsGT (i; p; d) and LT (i; p; d) representing the constraints on
value ofb.� In the case1 and3, the value ofb should be greater than0 and y respectively. Sincey is a positive quantity, the

two constraints can be combined to one constraint thatb
should be greater thany. We refer to it asgreater than
(GT for short) constraint. Thepth greater than constraint
of Node(i) for destinationNode(d) is denoted byb >GT (i; p; d). Thus, for a destinationNode(d) if the pth
greater than constraint is due to neighborNode(j) thenGT (i; p; d) is equal toy given in equation(3).� In the case2, the value ofb should be less thanx. Simi-
larly, we denote thepth less than(LT for short) constraint
of Node(i) for destinationNode(d) byLT (i; p; d). Thus,
for destinationNode(d), if the pth less than constraint is
due to neighborNode(j) thenLT (i; p; d) is equal tox
given in equation(2).

Thus, for a particular destination, if a node satisfiesm
number of constraints (LT and GT), thenpotentially it hasm
alternate paths for that destination. But onlyn (0 � n � m)
out of them potential alternate paths will actually be used
for alternate path routing, depending on thenetwork wide
operational value ofb decided by our algorithm. Thus, fixing
the network wide value ofoperationalb (denoted asbop(d) for
destinationNode(d)) appropriately is crucial for the efficient
operation of E-LSR algorithm. Remember that we are trying to
provide QoS along the ospf path of an ingress nodeNode(s)
and an egress nodeNode(d) (Node(d) is the destination).
Let this path be denoted byospfPath(s; d). The criterion
used for choosing the value ofbop(d) is that the total number
of alternate paths is maximized subject to the constraint that
maximum number of nodes inospfPath(s; d) have at least
one alternate path. The rational behind this optimization is that
there will be more number of nodes which has alternate paths
to avoid congestion along the ospf path and hence it will lead
to better performance.

In subsequent discussions, our focus will be on the ospf
path ospfPath(s; d) between an ingress nodeNode(s) and
egress nodeNode(d) with the egress nodeNode(d) being
the destination. We introduce few more notations which are
needed to calculatebop(d).� For destinationNode(d), let SGTall(d) contains all the

greater thanconstraint parametersGT (i; p; d) of all the
nodes along the ospf path. Now remove duplicate entries
from SGTall(d) and sort them in increasing order. Let
this sorted list beSGT (d). Let there bem elements inSGT (d) denoted by the ordered list (g1,g2,...,gm) such

that g1 < g2:: < gm, wheregi; (1 � i � m) are the
distinct greater thanconstraint parameters.� Similarly SLTall(d) contains all theless thanconstraint
parameters andSLT (d) is the corresponding ordered list
for distinct less thanconstraints i.e.SLT (d) is given by
(l1,l2,...,ln), such that,l1 < l2:: < ln, whereli; (1 � i �n) are the distinctless thanconstraint parameters.� GTmin(s; d) represents the minimum value among all
the greater thanconstraint parameters ofNode(s) for
destinationNode(d).� Similarly,LTmax(s; d) represents maximum value among
all the less thanconstraint parameters ofNode(s) for
destinationNode(d).� No of Constraints GT (gi; d) represents the number of
GT constraints that will be satisfied ifgi < b < gi+1
wheregi andgi+1 belong toSGT (d). If Cgi is the number
of greater thanconstraints inSGTall(d).No of Constraints GT (g1; d) = Cg1 (4)No of Constraints GT (gi; d) = Cgi+ No of Constraints GT (gi�1; d) (5)

where1 < i � m.� Similarly No of Constraints LT (li; d) represents the
number of LT constraints that will be satisfied ifli�1 <b < li whereli�1 and li belong toSLT (d). If Cli is the
number ofless thanconstraints inSLTall(d) , thenNo of Constraints LT (ln; d) = Cln (6)No of Constraints LT (li; d) = Cli+ No of Constraints LT (li+1; d) (7)

where1 � i < n.
Now we introduce theobjective functionthat is used for

our coefficient calculation. This function is designed in such
a way that the number of alternate paths is maximized with
the constraint that maximum number of nodes will have at
least one alternate path. The objective function takes four
arguments:low limit and high limit specify the range in
which the value ofb is tested foroptimal operational E-LSR
coefficient.Path(i; j) represents the path along which the
optimization criteria is applied.Node(d) is the destination
node.

Procedure 1 objectivefunction(low limit, high limit,Path(i; j), Node(d))
1: int n = 0; m = 0;
2: for all node(p) in Path(i; j) do
3: if (low limit � GTmin(p; d)) or (high limit � LT max(p; d)) then
4: n + +; /* This node has an alternate path */
5: end if
6: end for

/* n is number of nodes inPath(i; j) having at least one alternate path */
7: m = No of 
onstraints LT (high limit; d) +No of 
onstraints GT (low limit; d);

/* Now m represents total number of alternate paths ifb takes a value betweenlow limit andhigh limit
*/.

8: m = m� n;

9: returnN �N � n +m; /* N is the total number of nodes */

The above objective function defines two parameters,
namely, n and m. n represents number of nodes with at
least one alternate path andm represents number of alternate
paths other than thosen alternate paths (if the value ofb is
chosen betweenlow limit andhigh limit). The final value
returned is(N � N � n +m). The following theorem shows
thatobjectivefunction()will always return a value that would
represent maximum alternate paths subject to the constraint



that maximum number of nodes have at least one alternate
path.
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Fig. 2. Coefficient calculation for destinationNode(d) alongPath(s; d)
Theorem 2:When the E-LSR coefficientb is chosen be-

tweenlow limit andhigh limit, letn be the number of nodes
with at least one alternate path to a destinationNode(d) andm be the total number of alternate paths excluding thosen
alternate paths in the topology. IfN is the total number of
nodes in the topology, then(N2 � n+m) represents a value
that leads to maximum alternate paths subject to the constraint
that maximum number of nodes have at least one alternate
path.
Proof: Please refer to [11].

The coefficient calculation routine makes use ofobjec-
tive function() to get the optimal value ofb along the ospf
path from Node(s) to Node(d). This path is denoted asospfPath(s; d). It first checks for trivial cases, where there
may be only LT constraints (step 3) or only GT constraints
(step 5). Then in step 13 and 14, note that constraint pa-
rameters are not exhaustively tested for optimality. Instead,
only intervals between two consecutive GT and LT constraint,
where the LT constraint parameter is greater than the GT
constraint parameter, are tried. To understand this, referto
Figure 2. Since GT constraintg1 and LT constraintl1 are
consecutive andl1 > g1, the interval is tested for optimality.
There is no point in trying the interval(l1; g2), since a value
of b in that interval will produce at least one less alternate
path than ab value chosen in the interval(g1; l1) (it will lose
alternate path corresponding tol1). Similarly, interval(g2; g3)
should not be tried, because it is better to get a value ofb
in the interval(g3; l2) so that at least one more alternate path
(corresponding tog3) can be obtained. Hence, step 13 and
14 examine only consecutive LT and GT constraints, where
the LT constraint parameter is greater than the GT constraint
parameter. The algorithm then computes an objective function
value for b that belongs to this selected range. Finally, the
value of b which results in maximum objective function
value is chosen as operating E-LSR coefficient (bop(d)) for
a destinationNode(d). Note that, with little modification,
this coefficient calculation algorithm can be used for multiple
ingress-egress pairs. It is clear that the time complexity of
oeffi
ient 
al
ulation() is O(N3). The coefficient calcu-
lation algorithm reported in [3] has time complexity ofO(N4).
So it is a significant improvement.

IV. TOPOLOGYGUIDELINES

Performance of E-LSR depends on nodes having E-LSR
alternate paths, which in turn, depends on the topology of
the network and the costs assigned to the links. If a node in
the ospf path does not have any alternate path to a particular
destination node, then the performance of E-LSR algorithm
will be affected. To overcome this problem, we propose an
algorithm thatmay suggest to establish new links from this

Algorithm 1 coefficientcalculation(ospfPath(s; d))
1: valueold = 0;
2: Infinity = a large number such that it is greater than any constraint parameter (LT or GT);

/* Go through all greater than constraints in increasing order */
/* m is the number of elements inSGT (d) */

3: if m = 0 then
4: bop(d) = l1 � �, /* where(l1 � �) > 0 */

/* n is the number of elements inSLT(d) */
5: else ifn = 0 then
6: bop(d) = gm + �; /* where (gm + �) < Infinity */

7: else if l1 > gm then
8: bop(d) = (gm + l1)=2
9: else

10: SGT 0(d) = insert0 to the beginning ofSGT (d);
11: SLT 0(d) = insertInfinity to the end ofSLT(d);
12: for all constraintgi in SGT 0(d) do
13: find next high value inSLT 0(d), let it belj ;

14: if gi+1 < lj then

15: continue;
16: end if
17: value = obje
tive fun
tion(gi; lj ; ospfPath(s; d);Node(d));
18: if value > value old then
19: bop(d) = (gi + lj )=2 ; value old = value;

20: end if
21: end for

22: end if

node to some other nodes in the topology. But a new link can
only be added in topology if the following two constraints are
satisfied.

1) OSPF Constraint: ospf path should remain un-
changed even after making changes to topology. LetospfPath(A;D) be the ospf path betweenNode(A)
and Node(D). Also, assume that there is no alter-
nate path fromNode(A) to destinationNode(D) andNode(B) is a neighbor ofNode(A) which is not present
in ospfPath(A;D). A new link Link(A;B) with link
costCost(A;B) is put to provide an alternate path for
Node(A) to destinationNode(D). If ospf path fromA
to D should remain unchanged thenOC(A;D) < OC(B;D) + Cost(A;B) (8)

2) E-LSR Constraint: A new link should only be added
from Node(A) to Node(B) for destinationNode(D)
if Node(B) can become eligible alternate next hop ofNode(A). Node(B) has to satisfy one of the cases in
Theorem 1. Note that the cost ofLink(A;B) does not
play a role in E-LSR constraint.

In order to explain the algorithm for topology guide-
lines, we will define these constraints in the following
way. LSR 
onstraints(A;B;D; bop(net)) returns TRUE
if Node(B) can become eligible alternate next hop ofNode(A) for destination Node(D) when operating E-
LSR coefficient isbop(net). Otherwise, it returnsFALSE.OSPF 
onstraints(A;B;D) returns the minimum cost ofLink(A;B) for destinationNode(D), so that ospf constraint
given in equation (8) is satisfied.

Service provider will specify a set of nodes on ospf path
for which alternate paths need to be provided. Let this set
be nodes to be prote
ted(D) for destinationNode(D). The
following theorem enables our topology guideline algorithm
in making topology decision efficiently.

Theorem 3:Let Node(i) be a node onospfPath(s; d)
from Node(s) to Node(d), for which an alternate next hop
is to be found. LetNode(p) be the closest (in terms of cost)
neighbor ofNode(d) which is not inospfPath(s; d). For a
given operating E-LSR coefficientbop(d), if Node(p) cannot
be an eligible alternate next hop forNode(i), then no other
node in the network can be an alternate next hop.



Algorithm 2 Topology Guidelines(nodes to be prote
ted[℄;ospfPath(s; d))
1: Let theobjective functionvalue that led to existing E-LSR coefficientbop(d) beOBJbop .

2: Find the node innodes to be prote
ted(d) which has least OSPF cost to destinationNode(d). Let
this node be denoted as
losest node(d).

3: Find the closest neighbor of destinationNode(d) which is not inospfPath(s; d). Let this node be
denoted as
losest neighbor(d).

4: if LSR 
onstraints(
losest node(d); 
losest neighbor(d); Node(d); bop(d)) then

5: for all Node(x) in nodes to be prote
ted(d) do
6: Put Link(Node(x); 
losest neighbor(d)) of costOSPF 
onstraints(Node(x); 
losest neighbor(d); Node(d))
7: end for
8: else
9: for all Node(x) in nodes to be prote
ted(d) do

10: Assume thatLink(Node(x); 
losest neighbor(d)) is present in topology.
11: end for

/* Due to Theorem 3, we cannot find alternate next hop withbop(d), we need to find a different operating
E-LSR coefficient. */

12: Recalculate E-LSR coefficientb on the new topology for destinationNode(d). Let it beb0op(d) and the
corresponding objective function value isOBJb0op .

13: if OBJb0op > OBJbop then

14: bop(d) = b0opd.

15: for all Node(x) in nodes to be prote
ted(d) do
16: if LSR 
onstraints(Node(x);
losest neighbor(d); Node(d); b0op(d)) then

17: Add Links(Node(x); 
losest neighbor(d)) of costOSPF 
onstraints(Node(x); 
losest neighbor(d); d)
18: end if
19: end for
20: end if

21: end if

Proof: Please refer to [11].
The algorithm for topology guidelines is as shown

in Algorithm 2. We first check whether the node fromnodes to be prote
ted(D) which has the least OSPF cost
to destinationNode(D) (say Node(p)) can have eligible
alternate next hop in topology. IfNode(p) can have alternate
path then all other nodes fromnodes to be prote
ted(D)
will have the same eligible alternate next hop for destina-
tion Node(D). This is due to the fact that other nodes innodes to be prote
ted(D) have greater hop count and opsf
cost thanNode(p). From Theorem 3, if the least cost neighbor
of destinationNode(D) cannot be eligible alternate next hop
for Node(p), then no other node can become eligible alternate
next hop forNode(p) (step 8). In that case, we have to
recalculate the value of operating E-LSR coefficient. Now
if the objective function value corresponding to new value
of E-LSR coefficient is less than objective function value
corresponding to existing E-LSR coefficient then we continue
with the existing value of E-LSR coefficient otherwise we
change the value of E-LSR coefficient to the new value. Then,
we identify the nodes which can be provided with at least one
alternate path with the new value of E-LSR coefficient.

V. PERFORMANCEEVALUATION
A. Simulation Topology

The topology used in our simulation is shown in Figure 1.
We have chosen NodeA as ingress node and NodeG as the
egress node for our experiment. The ospf path from nodeA
to nodeG is A;B;C;D;E; F;G. Thus, QoS will be provided
along this path. ospf costs of the links are shown in the figure.
Cost of links are assigned according to the guideline given
in [12] as follows
ost = d1000000=link bandwidth in bpse (9)

All the links along the ospf path are monitored for conges-
tion. The congestion threshold is set to90% i.e if utilization of
a link exceeds90%, then the link is assumed to be congested.

Our simulation is done using NS2 simulator [13]. We have
simulated different scenarios as follows.

1) Scenario A:This scenario simulates voice traffic along
the ospf path. We model each voice traffic flow as
Constant Bit Rate (CBR) traffic with bandwidth require-
ment of 64kbps (packet size :160bytes and interval :0:02 sec). A number of such flows destined to nodeG
originate at nodeA. Thus, it simulates the scenario of
voice flows sent along the ospf path from source nodeA to destination nodeG.

2) Scenario B:This scenario simulates data traffic along
the ospf path from source nodeA to destination nodeG. Each flow is Exponential ON/OFF traffic (packet size
: 576 bytes [14], mean ON period :50msec, mean OFF
period :50msec, average rate :128kbps) and originates
from nodeA and terminates at nodeG.

We generate cross traffic in other paths in bothScenario
A and Scenario B, to account for the network traffic flowing
through other nodes. This cross traffic is generated as follows:
source and destination nodes are chosen randomly from among
all the nodes in the network. Then each source and destination
pair exchange traffic which follows poisson distribution with
average rate of64kbps.

B. Results

For performance comparison between E-LSR, LSR and
OSPF algorithms, we have usedaverage delayof packets and
percentage packet drop(PPD) as performance parameters. The
number of voice flows and data flows is gradually increased
in Scenario AandScenario Brespectively.

Figure 3 shows the average delay of voice flows inScenario
A for different routing algorithms, as the number of voice
flows increases. Clearly, average delay in the case E-LSR is
lesser than LSR which is lesser than OSPF. The maximum
reductions in average delay of E-LSR are53% and67% over
LSR and OSPF respectively. In the event of congestion, LSR
reroutes packets through alternate paths, which leads to lower
delay than OSPF. But E-LSR performs even better than LSR
in terms of delay. This can be explained as follows. LSR
calculates operational coefficient such that the total number
of alternate paths in the entire network is maximized. But E-
LSR maximizes total number of alternate path subject to the
constraint that maximum number of nodes should have at least
one alternate path. For our simulation topology, nodeC does
not have any alternate path and nodeB has three alternate
paths when LSR is used, whereas when E-LSR is used, both
nodeB and nodeC have at least one alternate path. Also,
E-LSR always chooses the least cost alternate path among all
available alternate paths whereas LSR chooses one randomly.
In Scenario Bthe same trend is observed across the three
algorithms (Figure 5).

Figure 4 shows the corresponding comparison based on PPD
in Scenario A. Here also E-LSR has lower PPD than LSR
which is lesser than that of OSPF. The maximum reductions
in PPD of E-LSR are71% and 81% over LSR and OSPF
respectively. One interesting observation for E-LSR is that the
PPD decreases even when the number of flows increases from2 to 6. This is because, for that range of number of flows, E-
LSR started rerouting packets through alternate paths, which
are not much congested. The effect of E-LSR alternate path
routing is experienced more as the number of flows increases,
which leads to decrease in PPD. But when number of flows
increases beyond6, the alternate paths also become congested.
Hence, PPD increase beyond this point. The same behavior is
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not exhibited by LSR algorithm because it chooses an alternate
path randomly. This leads LSR algorithm to choose inefficient
alternate paths. The same trend is observed across the three
algorithms inScenario B(Figure 6).

In order to show the effectiveness oftopology guidelines,
we specifiednodes to be prote
ted(G) = fD;E; Fg (since
they do not have alternate path). The closest neighbor of
destination nodeG which is not inospfPath(A;G) is nodeK (or nodeQ). Since nodeK is not an eligible alternate next
hop of nodeF (which is the closest node to the destination
nodeG among the list ofnodes to be prote
ted(G)), the E-
LSR coefficient is recalculated. The new E-LSR coefficient
corresponds to a betterobjective functionvalue. Using the
new E-LSR coefficient we find that only nodeD, from
the list of nodes to be prote
ted(G), can have nodeK as
an eligible alternate next hop. So the algorithm suggests to
establish a new link from nodeD to nodeK. The results after
adding theLink(D;K) are as follows. Figures 7 and 8 show
average delay and PPD respectively inScenario A, after a link
from nodeD to nodeK is added. The maximum reductions
in average delay and PPD are23% and 36% respectively.
Similarly, Figures 9 and 10 show average delay and PPD
respectively corresponding toScenario B. The figures clearly
show that average delay and PPD improves after following the
topology guideline.

VI. CONCLUSION AND FUTURE WORK

We have presented an efficient load sensitive QoS routing
algorithm (E-LSR) that provides loop free routing via alternate
paths in the event of congestion. We reported a more efficient
method of calculating the operational coefficient of the al-
gorithm. Further, the optimization function chosen was such
that the total number of alternate paths is maximized while
maximum number of nodes have atleast one alternate path. We
have shown, through simulation, that E-LSR performs better
than LSR and OSPF in terms of delay and percentage packet
drop. We provided topology guidelines for implementers so
that they can change their network topology to make E-LSR
more effective.

We intend to look at the effect of route flapping in the

performance of E-LSR and propose an effective route flapping
mechanism for it. We would like to study how traffic can be
split between the ospf and the alternate path to improve the
performance. We want to look at different schemes of splitting
the traffic between the ospf and the alternate paths: equal split,
splitting based on the relative cost of the paths, splittingbased
on the current load along the paths. In this paper, we provided
topology guideline for one ingress-egress pair. We would like
to extend it to multiple ingress-egress pairs.
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