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Abstract— In this paper, we discuss a cross layer congestion The congestion control/avoidance techniques of TCP are
control technique of TCP Reno-2 in wireless networks. In thé  proven to be effective in the wired network of the Internet.
both TCP layer and PHY layer jointly control congestion. The g; this is not true in wireless networks, where packet loss

PHY layer changes transmission power as per the channel Jand del It due t ti I due t
condition, interference received and congestion in the natork, ©f/@nd delay can result due 1o congestion as well as due 1o

whereas the TCP layer controls congestion using Reno-2 winsv  time varying nature of the wireless channel. Also, the link
based flow control. Our simulations show that the cross layer capacities in a wireless network are not fixed but depend

congestion control technique provides performance improgment  ypon the signal to interference and noise rafid ¥ R) of the
in terms of throughput and window size variations. link. SINR depends upon the power transmission policy of
Keywords: TCP, Reno, Congestion, Optimal, KKT, Lathe network. Hence, applying the congestion control of gire
grangian, Price networks directly in wireless networks may not be suitable.
A joint congestion and power control technique is proposed
I. INTRODUCTION in [6] to address the congestion control problem of wireless
networks. The authors of [6] applied their joint congestionl
In a wired network, the links are assumed to be reliable a%wer control technique for TCP Vegas in a multi-hop wirsles
of fixed capacities. So, if there is any packet loss or deldfién network. This is a cross layer approach involving TCP and
link, then it is due to congestion in the link. There are vasio physical (PHY) layer. The TCP layer performs the window
techniques used in the Internet to counter the congesti9fsed flow control and PHY layer varies the transmission
problem. They are either to avoid congestion (proactive) gbwer of wireless nodes depending on the channel condition
to control congestion (reactive). These techniques ardeimpyng interference.
mented in the Transport Control Protocol (TCP) of Internet. |, this paper, we have adopted the approach of [6] for TCP
In TCP, congestion is said to have occurred when the sen@&no-2 for a wireless network. Reno-2 is more suitable for
receives three duplicate acknowledgmerkspécks) or when 5 wireless network. This is because, it is more robust than
a timeout (packet loss) occurs. The TCP congestion conttebp Reno and Tahoe, for multiple packet loss in a window. In
techniques are divided into three broad categories, Vir., Reno-2, even if there is no congestion and multiple paclest lo
window based, (i) equation based, and (iii) rate based.  gccurs in a window due to time varying nature of the channel,
The window based congestion control technique is based @@ window size ¢wnd) reduces only to half and not further.
anAdaptive Window Management technique, in which increase Thus packet loss due to wireless channel can also be taken car
and decrease of congestion windaw(d) is based on packet of by the Reno-2 congestion control algorithm. Simulatiares
drops anddupacks. The increase and decreaseawnds are ysed to verify the cross layer congestion control technique
based on the principle of Adaptive Increase and Multipiieat TCP Reno-2 in a wireless ad-hoc network.
Decrease (AIMD). TCP Tahoe [1], Reno [2], [3] and Vegas This paper is organized as follows. In Section I, we discuss
[4] are some of the commonly deployed variants of windown optimization based congestion control technique forradvi
based congestion control. network and extend that to a wireless network. Further, in
In equation based congestion control [5], the sender expl®ection 1ll, we describe a cross layer congestion control
itly adjusts its sending rate as a function of the measurta ranechanism for a wireless network. We discuss the utility
of loss events. Drop of one or more packets within a singfanction and shadow price of TCP Reno-2 in Section IV.
round trip time (RTT) is considered as the loss event rate. Tie evaluate the cross layer congestion control algorithm fo
main aim of equation based congestion control is to maintaReno-2 in Section V. We discuss our simulations, results and
a relatively steady sending rate, while still being respa® convergence analysis of the cross layer congestion control
congestion. Equation based congestion control is ap@t@prialgorithm in Section V-A, V-B and V-C respectively. Finally
for real-time traffic. we present the future work and the limitations of the cross
For a high speed network, the instantaneous rate of tratesser congestion control algorithm in Section VI.
missionz; of an useri can be approximated by; = %%,
wherew; is the window size and; is the RTT of user at Il. OPTIMIZATION BASED CONGESTIONCONTROL
that instant. So, for a high speed network, the window basedModeling congestion control as an optimization flow control
congestion control can be modeled as a rate based congegpimblem has been addressed in [7], [8], [9], [10]. The aighor
control. In this, instead of changing the window size in eaalf these papers, have modeled an optimization based flow
RTT, instantaneous rates are regulated to avoid congestiorcontrol in which the sources adjust their transmissionsrate



in response to the congestion in the network. The authanslividual optimality (Eqn. (1)) can be re-written as a sdci

of these papers try to model the flow control problem as aptimality equation [7] as follows:

constraint based optimization problem. The solution te thi max S Ui(2s)

constraint based optimization problem gives the solution t X20 < s )

C(_)nge_stlon (_:o_ntrol or fI0\_N cpntrol in _networks. The authprs t, RX<C; X={x} and C={a}

differ in defining the objective functions of the constraint

based optimization problem and solution methodologiek. [9 A primal-dual distributed algorithm of the maximization

is similar to [7] in defining the objective functions, butfeifs equation (Eqn. (2)) signifies that the pride is updated as

in solving the objective function. In [9], the users decibleit @ congestion parameter and is a dual variable, whereas the

rates based on the charges received from the network, wher@ie of transmissiom; is updated as a primal variable.

in [7], the users (_jeC|de the payments they can make to tg.eV\Areleﬁ Network

network and receive the rates allocated by the network. ) o . ] )
Efforts were made by various authors to use the congestionl '€ capacity of a link in a wireless network is considered

control techniques of TCP in a wireless network. [6] has us@} & function of transmission power. Hence, for a wireless

power control along with congestion control in a wirelesBeWork, we modify the social optimization of Eqgn. (2) as:

network and analyzed it for TCP Vegas. In [11], the author max E Ui(z;),
.- L . X>0
has modeled the power control and utility maximization of a =25
wireless network as a sum product problem. This approach is st, RX <C(P); P={R}, (3)
used to design a new Joint Optimal Congestion control and P, <P Vi: PX>0
— Mawz? Y Y - 7

Power control (JOCP) algorithm for a wireless network. In
JOCP, the authors have proposed a distributed power controvhere P, is the transmission power iti" link. Here, the
algorithm which works jointly with the existing TCP congeslink capacityc; is a function of transmission powéy. Hence,
tion control algorithm to increase the end-to-end throughpthe capacity of a congested link can be increased by incrgasi
and energy efficiency of a multi-hop wireless network. Thigower in that link. For a CDMA based network, using Shan-
JOCP algorithm does not change the original TCP and then’s capacity theorem, we determine the maximum capacity
layered structure of the network. Rather, it is a cross layattainable in linkl as:c; = +log(1+ M.SINR;) packets/sec,
approach, where the interactions among the physical awtierel is the symbol period and/ is a constant that depends
transport layer is used to increase the end-to-end thrartghpn the modulation scheme used by the node for a successful

In the following subsection we discuss the optimizatiotfansmission. Th&§INR; of link [ is expressed as:
based congestion control for a wired network. We then dscus PG
its extension to a wireless network as discussed in [6]. SINR; = i ,

Zk;ﬁl PGy +my

A. Wired Network whereGy; is the path gain from the transmitter of lidko
We consider that a sétof source-sink pairs share a networkhe receiver of the link and Gy, is the path gain from the

of L unidirectional links. The capacity of the individualtransmitter on linkk to the receiver on link. n; is the thermal

links [ are¢;, I € L. Each source-sink paiir € I has a noise on the link.

utility function U;(x;) associated with its transmission rate

z;. The utility function U;(z;) is concave, increasing and lll. CROSSLAYER CONGESTIONCONTROL

double differentiable [12] for elasfictraffic. Let the route  We solve Eqn. (3) using KKT [13] optimality conditions

matrix R consists of the route information of all possibléy solving the complementary slackness conditions at #quil

links and source-sink pairs. Any elemeR}; of R is defined rium. For this, we associate a Lagrangian Multipligrfor the

(4)

as: R; = 1, if, source-sink pairi uses linkl and R;; = first constraint in Eqn. (3). Then we determine the statipnar
0, otherwise. The aggregate floyy at each link is defined points of the Lagrangian as:
asiy; = Ei Rliib'i _ (r.) — _

If each link 7 is associated with pricd;, as a congestion Dsystem (X, P, A) = ;U’(m‘) ;)‘l (Xz: yi—a(P)) ()

measure, then the aggregate ptioé all links for a source- o _ _
sink pairi in the route is defined asy; = Y, RiA\. At Maximization of ¢sys¢em is decomposetas in [6]:

equilibrium, a source chooses its maximum profit by choosing 12« I(X,)) = Z Ui(z;) — Z N ZR“””’
local parameters as: - ; ;
max I(P,A) =Y Ne(P), (6)
max [Ui(xi) - Qiﬂii] ; 1) 1

st, X>0; 0< P <Py,
Since at equilibrium, each source tries to maximize its profi

(individual optimality) by choosing an appropriate ratagt 1N first maximization equation involvin§(X, A) in Eqn.

(6) is solved by the congestion control mechanism of TCP by
IElastic traffic consists of traffic for which users do not resaeily have increasing/decreasing the window size in each RTT for each
an minimum requirements, but would get as much as data threadheir
respective destinations as quickly as possible. SDistributed solution is possible as along as there is amant®n between

2Sources are assumed to have an access to the aggregatefmiicknks  the two decomposed equations through some informationinuagsiessage
in their route passing in our case). This is known as sum product algorithhh [



flow. The second maximization equation involviddP, \) of Reno-2. The utility function of Reno-2 is derived in [14]
in Eqn. (6) is solved by choosing appropriate transmissi@nd is given by:

power of wireless nodes. Boti{ X, \) andI(P, \) are related

by a common variable\, which plays a significant role in Ui(zi) = llog[&] 9)
determining the equilibrium window size and transmission Ti 25T +3

power. Any change im results in change in throughput and Since the utility function of TCP Reno-2 is concave for
transmission power. Without loss of generality, we assurag, r; > 0, our problem formulation in Egn. (1) holds good.
that the symbol period” and the modulation index/ as The concept of pricing is different for different schemes of
unity and re-writec; = log(SINR;). Hence, we re-write TCP, viz., queuing delay in TCP Vegas and loss probability
I(P,\) = >, Mlog(SINR,(P)). By differentiatingZ(P,A) in TCP Reno and Reno-2. In TCP Reno-2, the probability of
with respect toP;, we evaluate thd!® component of the dropping of packets can be modeled as the buffer over flow in
gradientVI(P, X) and solve the maximization problem by thea M /M /1/B queue, whereB is the buffer size at the link. A

Steepest Descent method as: closed form expression of the packet loss probability fas th
kind of model involving Reno-2 is derived in [15]. Since the
P(t+1)=Ph(t)+ A(VI(P, )\)) loss probability in TCP Reno-2 is considered as the price, th
~ A (t) (DG price Aina Iink-l with aggregate traffic of; and capacity;
=P +A - is expressed as:
B(t) &t Yy PG + 1 (otor-e0)
max \0,(y1—ci .
Ai(t) N={"w  Twu>0 (10)
=P A—=x — A < j ! .
0+ A0 ;m”(t)G“’ 0 if g =0.
7 V. EXPERIMENTAL EVALUATION OF CROSSLAYER

CONGESTIONCONTROL ALGORITHM FOR RENO-2

where A is a constant, called the step size in the direction ) )
of the gradient andn; (#) is the message received from node 'N€ Cross layer congestion control algorithm for Reno-2
j to the link and is defined as: Is base(_j on the joint power control of PHY layer and the
congestion control of TCP layer. We discuss the cross layer
\; ()SINR;(t) congestion control algorithm for Reno-2 in Algorithm 1. laro
m;(t) = W (8) implementation, the initial window size;,,;;;.;, initial power
I P,,.., minimum SINR; and § are taken as configuration
From Eqn. (7), it is evident that the transmission power gfarameters. We tak@;,i:io; = 3, 6 = 0.5 in our simulations.
a node in the next time sld® (¢ + 1) in a link I depends on The value ofP;,,,, andF,,,. in our simulation is 3 and 15
three parameters, viz., (i) transmission power in the preseainits respectively. The frequency ST N R; update is also a
time slot P;(t), (ii) shadow priceA(t) and (iii) the weighted configuration parameter (usually this is a multiple of RTTs)
sum of message received from all neighboring nodes. Tiée calculate the data ratg as:z; = %%, whereasw; andr;
third factor is responsible for decreasing the transmissiare decided using Reno-2 congestioﬁ control principle.
power of the concerned node in the next time slot, i.e., the
transmission power of the concerned node should be such tAkgorithm 1 : Cross Layer Congestion Control Algorithm for
the interference resulted at some other nodes is below soR&no-2
threshold. This is known as the co-operation principle iwg@o  1: Set initial window sizew; = wintiai
control of wireless network\(t) is responsible for increasing 2: Initialize P, = P,
power in the next time slot. Intuitively, more the shadow3: Advertise the minimunIN R; required
price, more the congestion, more the transmission power in: UpdateGy; and G;; periodically or after receiving the
the next time slot, i.e., transmission power increases with advertised signals
respect to shadow price. However, this increase is notdiiea 5: Determine maximum capacity of the link
the transmission power in the congested link is already,highé: Determine);(t) using Eqn. (10)
then, the increase in power in the congested link will inseea 7: Determinem;(t) using Eqn. (8)
interference in other links and hence should not be incckase8: CalculateP;(t + 1) using Eqgn. (7)
This is reflected through message passing in this frameworlkQ: if |P(t +1) — P(t)| < é then
In power control techniques, each wireless node needs 1  Continue transmission & (t)
advertise itsSIN R; requirement either on a separate channgl: else
or on the same channel. These nodes update their path gakds, Transmit atmin(P(t + 1), By,,,,)
noise levels, interference causes by other nodes etcereithh3: end if
after receiving the advertised signal or in a periodic mannel4: Changew; according to the congestion control algorithm
of Reno-2
IV. TCP RENO-2 15: UpdateSIN R; at each node and go to Step 3

In TCP Reno-2¢cwnd is decreased by half for one or more )
mark or increased by one for no mark in one RTT. We assurfle Smulations
the marking probability to be a measure of congestion. Is thi We consider a topology with 6 wireless nodes and two
section, we discuss the utility function and the shadowepripairs of TCP transmitters and receivers as shown in Fig.
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1 for our simulations. The two pairs of transmitters an ’ Time (n RTT) oo
receivers in our simulation are (1-5) and (2-6). All nodes

in our simulation are TCP Reno-2 agents. Depending upon
the shadow price of the links and the message received, ‘=

Fig. 2. Variation of Congestion window - with Power Control

cwnd

update the transmission power of the participating nodes. \ *°[ [(= et
consider the TCP retransmission to be multiple of four RTT

We update RTT by using the exponential averaging techniq *°

as:RTT = aRTT,stimatea+ (1— @) RT Tmeqsurea- The value |

of a is taken as 0.85 for our simulation. Also, for simplicity,§

we assume that the time required for transmission in each 2

the segments 1-3, 2-3, 3-4, 4-5 and 4-6 is same and biZx /V

forward and reverse channel characteristics are same. "%

channel gains (shadowing) are assumed to be log-norme s

distributed with variancer = 8dB. The path loss factoy is

assumed to bd. We use Matlab [16] for our simulations. e

Fig. 3. Variation of Congestion window - without Power Catr
B. Results g g

We simulate TCP Reno-2 congestion control mechanism )
both with power control based on th8I/NR values and C- Convergence Analysis
without power control techniques. In the latter case, thagr In TCP Reno-2, we consider the probability of marking) (
mission power of nodes are fixed at the maximum value. In the be a measure of congestion. Indirectly this is controtigd
former case, depending upon the congestion and interferenthe power control mechanism in the wireless channehas
the nodes transmit at some optimal power level. Fig. 2 showsused as the common variable between the two separate
the cwnd variation of joint power and congestion controbptimization problems of (Eqn. (6)). Since the transmitted
mechanism, whereas Fig. 3 showsnd variation without power is bounded by minimum and maximum power levels,
power control. We observe that the fluctuationgimnd with  and the shadow price is zero at equilibrium state (total
power control mechanism is lower as compared to that picoming traffic and capacity of a link are same, resulting
without power control mechanism. Also, the average windonb packet loss) a complimentary slackness condition betwee
size of joint power and congestion control scheme is larggéife primal variablex; and dual variable\; of Eqgn. (6) can
than that of congestion control without power control. Hencbe achieved. Now, going along the line of the proof given
power control provides stabilized and better throughputi1 in [17] (see Theorem 1 of [17]) one can prove that the
itively, this occurs because the maximization of utilityn@tion cross layer congestion control algorithm derived from Eqgn.
with power control (Eqn. (3)) is done over a larger set qb) will converge to a global optimum point. This requires th
constraints than without power control (Egn. (2)). minimum SIN R should be greater than one, elgéP, \) =

The transmission powers of all Reno-2 agents are shownn, A\;log(SIN R,(P)) can not be approximated by the second
Fig. 6 (with power control). The power consumption of nodegptimization equation of (Eqn. (6)). Also, it is clear from
in our cross layer scheme is less as compared to the fi¥ad], thatI(P, \) is a strictly concave function of logarithm of
power scheme. Further, we analyze the pricing mechanigower transmission vector. Hence, the Lagrangian Mudipli
for both fixed and power control schemes in Fig. 4 and, facilitates a global maximization of Eqn. (5) and ensures
Fig. 5. The price in Reno-2 is a function of packet lossonvergence towards that. The step sizk) (of Steepest
and hence is a function of congestion window. Price ris&escent method of optimization in Egn. (7) decides the rate o
at the point of congestion (e.g., in Fig. 3 and Fig. 5 atonverges towards a global optimum point. The convergence
t = 220,250, 400, 550, 650, 900 and 950, cwnd is at the peak is guaranteed as long as no new users enter or old users leave
and hence the price is also at the peak, whereas immediatbly network. For any addition and deletion of nodes/ushis, t
after the peaks, thewnd decreases by half of previogand algorithm will again take some iterations to converge.
and hence the price also decreases) and falls after comigesti We perform simulations with three different values Af
control (by decreasingwnd). (0.1, 0.2 and 0.5) and observe the number of iterations to



converge to an optimum transmission power value in g\ = 0.1) of Steepest Descent method Eqn. (7), and fixed
three cases at differenfINR level. For, A = 0.1, it maximum and minimum transmitting powers for each node.
takes about 150 iterations to converge, (converges to desta®ur simulations verify the theoretical models that we have
transmission power level), which becomes constant oves tirdiscussed, which is a maximization problem of an utilitydun
for a particular SINR. For higher values ofA though it tion. As expected, the cross layer congestion control tiecten
takes fewer number of iterations to converge initially, bytrovides stabilized throughput at low power transmissizut,
does not converge to a stable transmission power level. Frinthe channel conditions are very bad, then there would be
simulations we have observed that our algorithm converge®re losses due to bad channel resulting in a significant
even for fading in wireless channel. This shows the robgstnéncrease in), which in turn results in an increase in power
of our algorithm. Intuitively, one can establish the facatth transmission. In that case, our power control algorithmsdoe
though the message passing can be erroneous due to fadiog, converge. This is a drawback of the joint power and
the convergence of cross layer algorithm is achieved andenegongestion control algorithm. This algorithm holds good as
is robust. long as the minimunbIN R is maintained at the nodes.

rees We have considered a simple topology for our simulation.
A complex topology can be used to study other issues. Also,
use of joint power and congestion control algorithm in bad
channel condition needs some modification in the definition o
packet loss and congestion. This modification can signifigan
increase the throughput.
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