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Abstract

Efficient and accurate connection admission control
(CAC) is essential in hard real-time communication.
In a hard real-time system, every admitted connection
must meet its deadline, otherwise the consequences
may be catastrophic. Accurate delay analysis and
proper amount of resource allocation are pivotal to the
overall performance of the system. Both are more dif-
ficult to deal with in heterogeneous networks than in
homogeneous networks. We address the issues of con-
nection admission control in heterogeneous network.
In particular, we design and analyze CAC methods
based on partitioning deadlines. We demonstrate that
this kind of partition-based CAC methods are simple,
efficient, and scalable. Simulation data showed that
systems with this kind of CAC methods can perform
effectively in a wide range of system and payload pa-
rameters.
Keywords: Heterogeneous Networks, Connection
Admission Control, Real-Time Communication, Re-
source Allocation.
1 Introduction

Much research has been done in Real-time com-
munication. In real-time communication, messages
are delay sensitive and have deadlines associated with
them. Real-time messages have to be delivered be-
fore their deadlines so as to avoid disastrous conse-
quences. Real-time communications have been stud-
ied for CSMA/CD [12], token ring [19], FDDI [1, 14],
slotted ring [16] and ATM and point-to-point net-
works [15]. Most of these studies are based on homoge-
neous networks. However, a lot of existing communi-
cation networks are heterogeneous in nature, consist-
ing of different homogeneous subnetworks. Our study
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in this paper will be concentrated on hard real-time
connection in heterogeneous networks, specifically in
ATM-Based Heterogeneous Network (ABHN). We will
mainly deal with ABHN consisting of FDDI and token
ring as the legacy LAN segments in the network.

Hard real-time connections have strict deadlines as-
sociated with them. Once such a connection is ad-
mitted to the network, it cannot miss its deadline.
So connection admission control (CAC) plays a vital
role in hard real-time systems. CAC is the process by
which the quality of service (QoS) requirement of an
incoming connection is evaluated to decide whether to
accept or reject it. To request for a connection, an ap-
plication submits a request with a description of the
traffic it is going to send and the QoS it expects from
the network for the connection. For hard real-time
connections, deadline is the most important QoS. To
guarantee that a connection meets its deadline, the
CAC has to determine the worst case end-to-end de-
lay that a connection may encounter. Delay analysis
is thus an integral part of the CAC. Apart from delay
analysis, the CAC has to decide how much resource
should be allocated to the connection so that the new
connection meets its QoS requirement without violat-
ing QoS requirement of the existing connections. At
the same time, the amount of resources allocated to
the new connection should not reduce the chances of
admitting a future connection.

CAC for heterogeneous network is more complex
than that for homogeneous network. This is because
heterogeneity of the network makes delay analysis
more complicated. Furthermore, heterogeneity gives

rise to additional issues in resource allocation:
e Non conservative allocation: In a single shared

media LAN (e.g., FDDI), minimum resource is
usually allocated as long as the QoS is guaran-
teed. But in a heterogeneous network, if the min-
imum resource is allocated, then the delay of the
connection will be too tight. So the disturbance



created by a future connection may make this con-
nection violate its QoS requirement. Hence many
future connections may be discarded. This will

adversely affect the system performance.
e Balanced bandwidth usage on LAN segments: Re-

sources should be allocated in a proportional
manner so that the LAN segments are kept rela-
tively balanced with respect to each other. If the
allocation is not proportional, then the LAN with
less resource will soon become a bottleneck, and

thus may bring the system performance down.
e Bandwidth mismatch between LAN segments: In

a heterogeneous network, there may be a (huge)
mismatch of bandwidth or capacity between dif-
ferent LANs. For example, an FDDI has 100Mb/s
bandwidth while a 802.5 token ring has only
16Mb/s bandwidth. When such LANs are in-
volved in a connection, the LAN with higher ca-
pacity may overwhelm the one with lower capac-
ity with large amount of data. This may lead to
congestion in the lower capacity LAN.

In [3], a CAC was developed for an FDDI-ATM-
FDDI heterogeneous network. This CAC used feasible
region method to admit a connection. In this method,
a region for feasible resource allocation was first identi-
fied. That is, any allocation of resources in this region
for the new connection satisfies the QoS requirement
of the new as well as the existing connections. The key
step is then to carefully select an operational point in
the feasible region. An advantage of the feasible re-
gion method is that it is an optimal method in the
sense that it will always admit a new connection as
long as any other method can do so. But this method
is relatively complex and cannot scale well to any new
LAN technology that may be introduced to heteroge-
neous network.

In this paper, we will discuss a new method of con-
nection admission control which uses deadline parti-
tion approach. With this method, the deadline of a
connection is partitioned into several sub-deadlines,
one for each LAN segment. Then, the resources in
the LAN segments are allocated according to the sub-
deadlines. This method overcomes the drawbacks of
the feasible region approach. In particular, the new
method is simpler and more efficient in terms of com-
putational complexity. It also provides a good scalabil-
ity in comparison with the feasible region method. For
example, the feasible region method proposed in [3]
was designed for a heterogeneous network with FDDI
LAN segments. If a network contains a token ring
LAN segment, then a new way to analyze the feasible
region has to be developed. Our new deadline parti-
tion method will not have such problem. The deadline

partition method uses resource allocation methods de-
veloped for individual LAN segments and hence is ap-
plicable to any heterogeneous network as long as its
LAN segments have been individually analyzed.

2 Related Work

A good amount of work has been done in the design
and analysis of real-time communication networks.
Determining delay bounds has been the main thrust
of most of the research done in real-time communica-
tions. Worst case delay bounds have been analyzed in
homogeneous networks in [1, 7, 15, 16, 17, 19]. Both
shared media networks (e.g., IEEE 802.5, FDDI, and
DQDB) and point-to-point networks (e.g., ATM) have
been studied for real-time communications over homo-
geneous networks.

Worst case delays have been derived for IEEE 802.5
token ring networks [19], slotted ring networks [16],
and FDDI networks [1]. Various connection admis-
sion criteria for different scheduling policies have been
studied for connection-oriented networks. Earliest
Deadline First scheduling for wide area networks has
been analyzed by Ferrari and Verma in [7]. Deter-
ministic delay bounds in networks have been discussed
in [5]. Decomposition approach has been used to com-
pute delay in a connection-oriented packet-switched
networks in [4]. ATM network was decomposed and its
basic servers were analyzed in [17]. A feasible region
method of allocating resources for FDDI-ATM-FDDI
network has been proposed in [3].

3 ATM Based Heterogeneous Network
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Figure 1: An exemplary ATM-based Heterogeneous
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In this section we will give a brief description of

ATM-based Heterogeneous Network (ABHN) and its
various components. An ABHN is a high performance
network with high bandwidth capability at the back-
bone. ABHN has been accepted by many industries
as a platform to migrate from router-based to switch-
based heterogeneous network. Figure 1 shows an ex-
ample of an ABHN network. For our analysis, we



will only use legacy LANs of FDDI and 802.5 token
ring. There are four major components in an ABHN.
1) Hosts, 2) Legacy LANs, 3) Edge devices and 4)
ATM backbone. Hosts are connected to legacy LANs
such as ethernet, 802.5 token ring and FDDI. These
legacy LANs are, in turn, connected to edge devices.

Edge devices act as interface between legacy LANs
and the ATM backbone and does packet mapping from
one medium to another. The edge device on the send-
ing side of the connection receives packet from the
connected legacy LAN. The packet is handled by the
edge device in different ways, depending on where the
destination LAN is located. The location of destina-
tion LAN falls into three cases:

1) It may be on the same LAN as the sender. A con-
nection from Hostl to Host2 in Figure 1 falls into this
case. The edge device acts as a Media Access Control
(MAQC) layer and handles the packet according to the
MAC layer protocol of the destination LAN. For ex-
ample, if the destination LAN is a token ring, then the
edge device will buffer the packet until it receives the
token. After receiving the token, it will transmit the
packet.

2) It may be on a different LAN than the sender, but
connected to the same edge device (e.g., connection
from Host1 to Host3 in Figure 1). In this case, the edge
device replaces the header of the packet with a new
header that conforms to the destination LAN specifi-
cation. The packet is then transmitted according to
the MAC protocol of the destination LAN.

3) It may be on a different LAN and different edge
device than the sender (e.g., connection from Hostl
to Host7 in Figure 1). The connection, in this case,
crosses the ATM backbone. After receiving a packet,
the edge device on the sender’s side (ED1) may ap-
ply LLC encapsulation [9] (if LANE interface is not
used), switch it to appropriate port and then segment
the packet to ATM cells which are then transmitted to
the ATM backbone. The edge device on the receiver’s
side (ED2) receives the cells from the ATM backbone
and reassembles them. It then strips off the LLC en-
capsulation and transmits the packet according to the
MAC protocol of the destination LAN.

For a detailed description of the working of an edge
device please refer to [2].

IEEE 802.5 token ring is a ring based network. A
Media Access Control (MAC) protocol determines how
real-time messages can be scheduled for transmission
in a ring network. A MAC protocol basically deter-
mines the access arbitration and capacity control pol-
icy for a network. Access arbitration policy dictates
when a node can access the medium, whereas capacity

control policy decides how long a node can access the
medium. In a IEEE 802.5 network, a special bit pat-
tern called token moves around the ring. Node pos-
sessing the token can only transmit packet onto the
ring. The IEEE 802.5 specification follows a Prior-
ity Driven Protocol (PDP) based arbitration policy, in
which messages are assigned priority and a node with
highest priority message can only possess the token.
A message is divided into fixed size frames. Capacity
control is achieved by a token holding timer. When a
node possesses the token, it can transmit frames until
its token holding timer expires, after which, the node
has to relinquish the token and transmit it onto the
ring. For more details about IEEE 802.5 specification
please refer to [10].

We will not discuss details of operation of FDDI
network for real-time application due to space limita-
tion, interested readers may refer to [11].

The backbone of the ABHN is an ATM network.
An ATM network is a set of ATM switches intercon-
nected by physical links. These links are very high
speed links and in most cases are made of fiber. Data
are sent over in units of fixed size packets called cells.
Cells destined for the same link are switched and mul-
tiplexed in the switch. Hence a link can carry cells
pertaining to different connections. For our analysis
we assume that the ATM switches follow a FIFO mul-
tiplexing scheme. FIFO multiplexing has been imple-
mented in most of the commercial ATM switches. For
more detailed description on ATM please refer to [8].

4 Partition-Based Connection Admis-
sion Control
For heterogeneous networks, we had proposed fea-
sible region based CAC in our study in [3]. In this
study, we are proposing a partition-based CAC which
is much simpler and can scale well to the new tech-
nologies that may be added to future heterogeneous
networks. In this section, we will explain the opera-
tional details of this method.
4.1 Basic Steps
Based on deadline partition method, our CAC fol-
lows four basic steps:

1. Partitioning the deadline: The original deadline
of a connection is partitioned into several sub-
deadlines, one for each LAN segment in the con-
nection. Some heuristic method is used to parti-
tion the deadline. A LAN segment is then ana-
lyzed as though it has to meet its assigned sub-
deadline. Thus, the beauty of this method is that
it allows a LAN segment to be analyzed in an
isolated manner, so that existing analysis for the
LAN can still be used. This is much simpler than



analyzing the complex heterogeneous network as

a whole, with its original deadline.. o
2. Allocating resources: After the original deadline is

partitioned into sub-deadlines, one for each LAN
segment in the path of the connection, resources
in each LAN segment are allocated by taking its
assigned sub-deadline into account. So any re-
source allocation method available for the LAN
segment can be used without any modification ex-
cept that the assigned sub-deadline has to be used
in place of the original deadline. This is a big ad-
vantage of the partition-based method in terms
of scalability, because no modification is neces-
sary to the basic method of resource allocation
when a new LAN technology is introduced to a

heterogeneous network.
3. Computing worst case end-to-end delay: For hard

real-time system, worst case end-to-end delay of
a connection has to be found out to provide guar-
antee to the connection. Using the resource al-
located in step 2, the worst case end-to-end de-
lay of the new and the existing connections are
calculated. Notice that the delays of the exist-
ing connections are calculated again, because the
new connection might change the worst case delay
of some existing connections if it shares network

resources with any of them.
4. Testing admissibility: With all the above analysis

at hand, the final step is to test if the new connec-
tion satisfies the conditions for admissibility. The
new connection has to satisfy two conditions: 1)
The worst case end-to-end delay of the new con-
nection should be less than its deadline, 2) The
worst case end-to-end delay of all the existing con-
nections should also be less than their respective
deadlines. The new connection is rejected if any

of these conditions is violated. .
Note that the basic steps used in partition-based

CAC are quite different from that of feasible region
method. In feasible region method, the first step is to
compute a region for feasible resource allocation for
the current state of the network. There is only one
condition that needs to be satisfied for a new connec-
tion to be admitted: the feasible region should not be
empty. Hence the second step is to test if the feasible
region is not empty. If the connection is admitted (fea-
sible region was not empty), then the third step is to
allocate proper amount of resources from the available
resources.
4.2 Partition Methods

In this section, we will formally present the three
different deadline partition methods we have used for
ABHN. Let n be the number of legacy LAN seg-
ments in the new connection M;,, (from Host ! to

Host m). Let these LAN segments be identified by
LAN,,LAN,,...,LAN,. We define partition factor
7i, 0 <7 <1, for LAN; as the fraction of the total
deadline (D, ) assigned to it i.e.
im = 7% Dim (1)

where nym is the sub-deadline assigned to LAN;.

But the sum of all the sub-deadlines should be equal
to the total deadline, i.e.

S D, = Dim. (2)
i=1

Hence, E% = 1. (3)
i=1

Depending on the partition method used, ; for
LAN; will be determined in different ways. Then the
sub-deadline D! is calculated using (1). This new
sub-deadline is used while allocating resource from
LAN;. We have devised three different partition meth-
ods that can be applied to heterogeneous networks.

e Fqual partition method: In this method, the orig-
inal deadline of the new connection is partitioned
equally among the legacy LAN segments. So the

partition factor of LAN; is given by
1
o= o~ (4)

n
This is a very simple partition method and it does

not require any state information of the network
(e.g., load on the LAN segments). This method
may work well in a symmetric ABHN, where both
legacy LAN segments are of the same capacity
and are more or less evenly loaded. But it may
perform poorly in an asymmetric ABHN, because
assigning equal sub-deadlines to both high and
low capacity LANs may result in unbalanced re-
source allocation and hence may not satisfy the
issues mentioned about resource allocation in het-
erogeneous network.

o Utilization-based partition: In this method, the
original deadline is divided among the LAN seg-
ments such that the sub-deadlines are propor-
tional to the utilization of the respective LANs.
Thus, if a LAN has a higher utilization than the
other, then it will have a larger sub-deadline than
the other. This method addresses the bandwidth
balancing problem by allocating resources in a
proportional manner. But this method is more
complex than equal partition method, because it
has to keep track of the runtime utilization of each
LAN segment as connections are admitted and
released. So it is a dynamic allocation method
which takes current load on the LAN into consid-
eration while allocating resources. Hence, it may



perform better than the equal partition method
when the LAN segments are not evenly loaded.

Let ui,us,...,u, be the utilization of the LANs
LAN1,LAN,,..., LAN, respectively. Then the
partition factor for LAN; is given by

Us

_ 2
Pyi - n N
> uj
ji=1

o Available bandwidth based partition: In this
method, the deadline is divided among the LAN
segments so that the sub-deadlines are inversely
proportional to the available bandwidth of the the
respective LANs. Thus a LAN with higher avail-
able bandwidth will be given lower sub-deadline
than a LAN with lower available bandwidth. So
this method also addresses bandwidth balancing
problem and hence may perform better than the
equal partition method, particularly when the
LAN segments are not equally loaded. Like the
utilization-based partition method, this method
is a dynamic allocation method and has to keep
track of available bandwidth of all the LAN seg-
ments.

Let AB1,ABs,...,AB, be the available band-
width of the LANs LANy, LAN,,...,LAN, re-
spectively. Then the partition factor for LAN; is
given by n

> (AB;) - AB;

ji=1
Vi = )

(n — 1) ZH:ABJ

When assigning sub—de]a_dlline for a LAN segment,
all other LAN segments are thought of as a single
LAN segment with available bandwidth equal to
the sum of their individual available bandwidths.
Then the deadline is divided in an inversely pro-
portional manner. Hence is the equation (6).

()

n > 1.(6)

Note that the above partition formulas work for
a network in which a message may travel through
an arbitrary number of LAN segments (i.e., n).
For the networks we are of concern in this study
(as shown in Figure 1), n = 2. In the rest of this
paper, we assume that this holds.
4.3 Resource Allocation
Let us assume that the deadline (D) of a connection
has been partitioned into two parts:

D =Dgs+ Dpg (7)
where Dgs and Dpg are sub-deadlines for the sender
and receiver LAN segments, respectively. The parti-
tion may be done by any of the methods mentioned in
section 4.2.

We now discuss how the resources in the LAN seg-
ments should be allocated. Let R;,, be the band-
width requirement of the new connection M, (from
Host ! to Host m) being considered for admission.
For an FDDI LAN, the resource is represented by
synchronous bandwidth. Let Hg be the synchronous
bandwidth allocated to the connection if its sender
LAN is an FDDI, with target token rotation time of
TTRTs. We propose

Ds - Rim
Hs pe (8)
TTRTs — 1]

Similarly, let Hg be the synchronous bandwidth al-
located to the connection if its receiver LAN is an
FDDI, with target token rotation time of TTRTg.

Then Dr - Rim
Hpg I T 9)
L7, — 1

This scheme of synchronous bandwidth allocation
can be derived intuitively from the flow conservation
principle. Between the arrival of a message and the
expiration of its deadline (Dg time units later), a
node will have at least L%PfTs — 1| Hg synchronous
bandwidth available [1]. Also, during Dg time units,
(Ds - Rim) can loosely be regarded as load on the
node. Thus the allocated synchronous bandwidth is
just sufficient to handle the load. Hence (8) and (9)
follow.

For an 802.5 token ring LAN segment, no explicit
resource needs to be allocated. But a priority is
assigned to each message. The 802.5 MAC proto-
col guarantees a non-preemptive priority-driven pol-
icy. Thus, a problem equivalent to resource allocation
is priority assignment. We propose to use the earliest
deadline first (EDF) to assign priority. This assign-
ment scheme has been extensively studied [13, 20].
The only modification we have to make is to use
the sub-deadline obtained from the partition process,
rather than the original deadline.

Other LAN segments can be dealt with in a similar
manner. The reader now may realize one of the ad-
vantages of our partition-based CAC method: We do
not have to re-invent resource allocation methods for
individual LAN segments. All the existing methods
originally developed for real-time communication over
a particular local area network can still be used in our
method, only the deadline has to be substituted by
the sub-deadline obtained from the partition.

4.4 Delay Computation

In this section we will briefly describe how the
worst case end-to-end delay can be calculated for an
FDDI-ATM-TokenRing heterogeneous network. For
an ABHN consisting of a variety of network compo-
nents, delay analysis is not an easy task. We have used



decomposition method to analyze an ABHN connec-
tion. In this method, a connection is decomposed into
a sequence of servers each of which is analyzed sepa-
rately. A complex server may further be decomposed
into simpler servers to make the analysis tractable.
Each server is provided with a description of input
traffic and the service discipline used to calculate worst
case delays at the server. Output from the server is
also calculated so that it can be used as input traf-
fic for the next server. Finally, the worst case delay
of the connection is obtained by summing up all the
individual delays at each server.

Although the method looks simple, its effectiveness
depends on the proper modeling of the server and de-
scription of traffic. It is very important that the im-
pact of the server on connection and its service disci-
pline be well understood. The input traffic description
should accurately represent the actual traffic of the
connection at every point in the network and it should
be simple and efficient. So we have used the mazimum
rate function T'(I) as traffic descriptor, which is de-
fined as the maximum arrival rate in any interval of
length T (in bits/second). T'(I) has been successfully
used as traffic descriptor in ATM networks [17] and
in FDDI-ATM-FDDI networks [3], for real-time appli-
cations.
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Figure 2: The decomposed servers on a connection
path
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Now to illustrate how the decomposition method
can be applied to our ABHN, consider a connection
between Hostl on an FDDI LAN and Host7 on a 802.5
LAN in Figure 1 passing through points A, C, E, F,
H, and J. So it encounters a FDDI server, a EDGE_S
server, the ATM backbone, a EDGE_R server and a
TokenRing server in that order (Figure 2). But this
one level decomposition does not result in a structure
simple enough for analysis. So some of the servers are
further decompsed as shown in Figure 3.

The FDDI server can be further decomposed to a
timed token server and a FDDI delay server. The
timed token server is the one that is responsible for

getting access to the FDDI ring. It serves FDDI frames
according to the timed token protocol of FDDI. The
propagation delay of a frame on the FDDI segment is
represented as the constant FDDI delay server. Sim-
ilarly, other servers are further decomposed as shown
in Figure 3. For more details on the second level of
decomposition please refer to [18].
With the above decomposition, the message delay
across this connection can be written as
dmessg = dfddi + dedge_s + datm + dedge_r + dtoken (10)
where djqqi, dedge_s, datm, dedge_r, dioren are the delays
encountered in the compound servers FDDI, EDGE_S
, ATM backbone, EDGE_R and token ring server re-
spectively. These delays can further be decomposed
according to the second level of decomposition to cor-
respond to delays of each server shown in Figure 3.
It d}v(fdi’ Z)dcge_s’ Z)tcm’ ’g)dcge_r’ dévocken are the worst
case values of djgai, dedge_s, datm, dedge_r, dioken Te-
spectively, then the worst case end-to-end delay suf-
fered by a message in this connections is given by
d%cessg = ?(fdl + dleudcge_s + dz)tcm + gdcge_r + 7;Uocken'(ll)
Notice that we are analyzing delay of an FDDI-
ATM-TokenRing connection. Delays of other types of
connections can be analyzed in a similar manner.
Due to space limitation we will not go into details

of how the worst case delays of (11) at each server are
calculated. The details can be found in [18].

4.5 Admissibility Test

Now we will formally present the admissibility test
used in our partition-based CAC. Let Rs and Rp
be the resources allocated to the sender and the re-
ceiver LAN respectively using methods described in
section 4.3. Note that these resources can be the syn-
chronous bandwidth for FDDI LAN or assigned pri-
ority for token ring LAN. Let M;,, be the new con-
nection with a deadline of D;,,. Let M be the set
of identifiers of the connections which are currently
active in the network i.e.

M = {(p,q) | Mp, is currently active}. (12)

Let M, , be an existing connection i.e. (p,q) € M,
with deadline D, ,. Let d;”y;(RS,RR) be the worst
case end-to-end delay of M, , when resources s and
Rp are allocated to M;,, and d}°%(Rs, Rg) be the
corresponding delay of connection M;m These delays
can be found by appropriately using (11). Connection
M, is admitted only if all the existing as well as the
new connection meet their deadlines, i.e. if both of

the following conditions are satisfied:

L. For every (p,q) € M, d)o(Rs, Rr) < Dy 4(13)

2. For My, di'p(Rs, Rr) < Dim (14)



5 Performance Evaluation

5.1 Simulation Model and Performance

Metric

To obtain performance data, we have simulated an
ABHN similar to the one shown in Figure 1. For the
network simulated, there are three edge devices, each
of which is connected to four 802.5 token rings and
one FDDI ring. The edge devices are connected to
each other via an ATM switch. The capacity of each
FDDI LAN is 100 Mbps and that of each token ring is
16 Mbps. The ATM links are of 155 Mbps. Connec-
tion requests have a Poisson arrival with a rate A. All
admitted connections have a life time which is expo-
nentially distributed with mean %. The source traffic
of a connection is periodic with length C, period P,
and deadline D. We have used three configurations to
carry out our experiment:
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Figure 4: Performance data for Configuration 1
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Figure 5: Performance data for Configuration 2
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Figure 6: Performance data for Configuration 3

1) Configuration 1: In this configuration, the token
rings do not participate. So this is an FDDI-ATM-
FDDI network. Each of the three FDDIs has the same
probability of being chosen as the sender or receiver.

2) Configuration 2: The hardware configuration is the
same as in Configuration 1. However, while choosing

250

the receiver, one of the FDDI ring is made a hot spot.
That is, it has a higher probability of being chosen
as receiver. This configuration is used to simulate a
scenario where an FDDI may be overloaded. For ex-
ample, a server is connected to an FDDI and many
clients are trying to access data from the server.

3) Configuration 3: In this configuration, both FDDI
rings and token rings participate. Similar to Configu-
ration 2, an FDDI is chosen to be the hot spot on the
receiver’s site.

We used admission probability (AP) as the perfor-
mance metric for our experiment. It is defined as the
ratio of total number of admitted connections to to-
tal number of connections requested. Average load
on the network is calculated as the average number of
connections in the network multiplied by the average
bandwidth requirement of a connection (in Mbps).

5.2 Performance Data and Observation

Figures 4, 5 and 6 show the performance curves for
the three configurations mentioned above. For Config-
uration 1, since all the FDDIs have equal probability
of being chosen, all the FDDIs will be more or less
equally loaded. So the partition factors found by the
three methods are almost equal. Hence the difference
between APs for the three methods are very small
(Figure 4) when deadline is twice the period. This
difference is almost indistinguishable when a higher
deadline of three times the period is used. Also, the
APs are higher than the previous case. This is as ex-
pected, since higher deadline will allow more connec-
tions to be admitted and the small difference in the
partition factors of the three methods are offset by a
larger deadline.

For Configuration 2 (refer to Figure 5), one of the
FDDIs is chosen as hot spot, so the FDDI segments
are not equally loaded. So utilization-based partition
performs better than the others, because this method
takes uneven utilization (load) of the LANs into ac-
count while partitioning deadline. As in case of Con-
figuration 1, the performance of the three methods
become very close to each other when the deadline in-
creases to three times the period.

In case of Configuration 3 (refer to Figure 6), both
the utilization-based and available bandwidth based
methods outperform equal partition methods when
the deadline is tight (twice the period). This is so
because, both of these methods consider load of the
LAN segments while allocating resources. Whereas
equal partition method considers all the LAN seg-
ments as equally loaded. As the deadline becomes
loose (three times the period), performance of all the
methods seems to close in, for the reason stated before.



6 Conclusion
We have proposed a deadline partition-based con-

nection admission control mechanism for hard real-
time connection in heterogeneous networks. This
method, though not optimal, is a much simpler
method compared to the feasible region method pro-
posed in [3]. Tt is also scalable to any new technology
that may be introduced to existing heterogeneous net-
work. We have proposed three different methods for
partitioning the deadline and shown their performance
in ABHN. The performance of partition-based connec-
tion admission control is also satisfactory in terms of
admission probability.

From our simulation results, we have found that
when the deadline is tight, it is better to use utiliza-
tion or available bandwidth based partition method
for allocating resources. If the deadline is not tight,
the network may perform equally well with equal parti-
tion method. But if there are hot spots in the network,
then the performance may be better with utilization
or available bandwidth based partition method.

This work involved guaranteeing deadline of con-
nections at the MAC layer. We will extend this project
to provide guarantee at the application layer for hard
real-time embedded systems. We have envisioned to
do it by incorporating our CAC for heterogeneous net-
work into our NetEx software suite [6]. We plan to
evaluate the performance of our CAC in a real world
ATM-based heterogeneous network in the test bed of
our Distributed Computing Laboratory.
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