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1 Introduction

Di�erent from traditional data communication,multimedia communication has two distinct
characteristics: 1) It is delay sensitive i.e there is a timing constraint associated with it.
If a multimedia data packet is delayed beyond a certain time bound, then the packet
may be of little or no use. So multimedia communication requires delay guarantees from
the underlying network. 2) Multimedia communication consumes huge amount of network
bandwidth. Multimedia applications usually need to transmit an enormous amount of data
in a short period of time, thus requiring high bandwidth from the underlying network. For
example, a video conferencing application may consume bandwidth of several megabits per
second.

These characteristics demand new methodology for resource management in the un-
derlying networks. Much progress has been made for multimedia communication in homo-
geneous networks such as FDDI, IEEE 802.5 token ring, and ATM. Bandwidth allocation
for FDDI network has been addressed in [13, 16]. ATM network has been studied for time
constrained applications in [10, 11]. Scheduling policies for ATM switches are analyzed
in [3, 4, 5, 6, 8, 14].

But many existing networks used today are heterogeneous in nature, where di�erent
types of LANs are connected to form a network to provide the communication services.
Unfortunately, The results from the studies of homogeneous networks may not be directly
applied to a heterogeneous environment. In a heterogeneous network, resorting to an ef-
�cient method of resource allocation for one LAN segment may be good for that LAN
segment, but may adversely a�ect the performance of other LAN segment in the network.
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Hence an integrated resource allocation scheme, in which performance of all the LAN seg-
ments in the network is taken into account, should be followed. In this paper, we will
discuss issues related to resource management for multimedia applications in a heteroge-
neous environment.

Multi-media communication is usually connection-oriented. In this kind of communi-
cation, resource management is carried out for a new incoming connection in connection
admission control (CAC) process. During the CAC process, the system determines whether
or not the new connection should be admitted, and if so, how much resource on each legacy
LAN should be allocated to the newly admitted connection. Heterogeneity of the network
raises three unique issues in this resource allocation:

� Non conservative allocation: Generally speaking, in a single shared media network
(say, FDDI) the minimum resource should be allocated to a connection as long as its
QoS can be satis�ed. This method may not be proper in a heterogeneous network. In
a heterogeneous network, if the minimumbandwidth is allocated to a connection, then
the worst case delay of that connection will be too tight. As a result, the disturbance
introduced due to future connections may make this connection to violate its deadline
requirement. Thus, this will prevent many future connections from being admitted,
causing an adverse e�ect on the performance of the network.

� Balanced bandwidth usage on legacy LANs: Connections go through di�erent legacy
LANs in a heterogeneous network. Resources should be allocated out of legacy LANs
in a proportional manner so that the network, as a whole, will remain balanced. Oth-
erwise, the LAN with less resource will rapidly become a bottleneck for admissibility
of future connections.

� Dealing with bandwidth mismatch between legacy LANs: In a heterogeneous network,
there may be legacy LANs with a mismatch in their capacity or bandwidth. So when
a station belonging to the higher capacity LAN sends data to another station in the
lower capacity LAN, the lower capacity LAN may be congested, if it cannot handle
the high data rate with which the sender is sending data.

In this paper, we will describe two approaches we have taken in dealing with these
issues, namely, the feasible region approach and the deadline partition approach. With
the feasible region approach, a region for feasible resource allocation is �rst identi�ed.
That is, any allocation of resources in this region for the new connection will satisfy the
QoS requirement of the new as well as the existing connections. The key step is then to
carefully select one allocation in the feasible region so that the three issues mentioned above
are properly addressed. With the deadline partition approach, the deadline of the entire
connection is divided into sub-deadlines. Each sub-deadline corresponds to one legacy LAN
segment. Resource in each legacy LAN is then allocated according to the sub-deadlines.
Each approach has its advantages and disadvantages. The feasible region approach is
"optimal" in the sense that a new connection will be admitted as long as any other method
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can do so. But it involves complex analysis of the entire network. On the other hand, the
deadline partition method is a heuristic one. But it is relatively simple and can be easily
implemented in a large system.

2 Resource Allocation in ATM-Based Heterogeneous

Network

2.1 Network Model

We will focus our study on ATM based heterogeneous network. An ATM-Based Heteroge-
neous Network (ABHN) is a mixed media network, in which several shared media legacy
LANs are interconnected via a backbone of ATM network. The legacy LANs can be token
ring, ethernet, or FDDI. They are connected to ATM network via what are known as edge
devices. Edge devices are switches that convert packets from legacy LANs to ATM cells and
vice versa, to provide communication between them. Furthermore, an ABHN network can
be either symmetric or asymmetric. In a symmetric ABHN, the legacy LANs connected on
either side of the ATM backbone are of the same type, i.e., the same capacity and the same
technology. The examples are FDDI-ATM-FDDI and Tokenring-ATM-Tokenring networks.
A typical FDDI-ATM-FDDI network is shown in Figure 1. In an asymmetric ABHN, the
legacy LANs connected on either side of the ATM backbone can be of di�erent type. Fig-
ure 2 shows an example of an asymmetric ABHN. The bandwidth mismatch problem exists
in asymmetric networks.
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Figure 1: An FDDI-ATM-FDDI network

2.2 Feasible Region Approach

With this approach, for a new connection establishment request, a feasible region of resource
allocation is �rst identi�ed. That is, any resource allocation for legacy LANs that falls in
the region will ful�ll the QoS requirement of the new as well as all the existing connections.
If the feasible region is empty, then new connections cannot be admitted. Otherwise, a
particular allocation from the region is selected. In the selection, care should be taken to
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Figure 2: An Example of Asymmetric ATM Based Heterogeneous Network

ensure that three issues mentioned in Section 1 (i.e., non conservative allocation, balanced
bandwidth usages, and bandwidth mismatch) are properly addressed.

We have taken this approach for resource allocation in symmetric ABHN networks. We
now illustrate this approach based on FDDI-ATM-FDDI networks (for an example, refer to
Figure 1). The method for Tokenring-ATM-tokenring networks is similar [12]. The resource
to be allocated in FDDI-ATM-FDDI network is the synchronous bandwidth of both (sender
and receiver side) FDDI LAN segments. Let HS and HR be the bandwidth allocated to

a new connection on sender and receiver FDDI LANs respectively. Let ~d(HS;HR) be the
worst case end-to-end delay vector. di, the i-th element of this vector, is the worst case
end-to-end delay of connection i. Note that the delays vary, depending on the values of HS

and HR. That is, this vector is a function of HS and HR. Let ~D be the deadline vector.
That is, Di, the i-th element of this vector, speci�es the deadline of connection i. Both the
vectors count the delays and deadlines for the new and existing connections.

Using these notations, the feasible region for allocation HS and HR is de�ned by the
following inequality:

~d(HS ;HR) � ~D: (1)

That is, any pair of values HS and HR that satisfy the above inequality is a feasible
allocation. Clearly, to determine the feasible region we need to derive the expression the
worst case end-to-end delay as a function of HS and HR. To achieve this, we have resorted
to a decomposition method [9, 10]. In this method, each component of the network is
modeled as a server and worst case delay for a connection is calculated by summing up the
worst case delays su�ered by the connection at each server. The details of derivation of the
worst case delay vector and the discussion of properties of feasible regions are not given
here due to space limitation. See [2] for details. Figure 3 shows a typical feasible region
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Figure 3: An Example of Feasible Region for FDDI-ATM-FDDI network

for an FDDI-ATM-FDDI network.
Having determined the feasible region, the next step is to determine the point to be

chosen from the feasible region that will represent the amount of resource to be allocated
to the two FDDI LANs. As mentioned in the introduction, this is a complex problem.
If too much bandwidth were allocated to the requesting connection, a future connection
request might be rejected due to insu�cient available resource. On the other hand, if too
little bandwidth were allocated to the requesting connection, its worst case delay would
be very \tight" (i.e., very close to its deadline). Consequently, disturbance introduced by
future connections may likely result in the violation of its deadline constraint. Thus, the
new connection will be rejected. Hence, excessive or insu�cient allocation of resources to a
connection may jeopardize the chance of a future connection being admitted. Furthermore,
the allocation should result in a relatively balanced usage of bandwidth between the LANs
involved. An uneven usage of bandwidth may create bottleneck, causing performance
degradation.

We have designed and analyzed a proportional allocation scheme i.e. bandwidth al-
located for a new connection is proportional to the available bandwidth of each FDDI
LAN. In this way, the allocated bandwidth is neither too conservative nor too excessive.
The remaining bandwidth on the two FDDIs will remain relatively balanced. Thus, if
the sender FDDI is loaded more than the receiver, less bandwidth will be allocated from
the sender FDDI, whereas more bandwidth will be allocated from the receiver FDDI. Ex-
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tensive performance evaluation shows that this allocation scheme results in good overall
network performance. It out-performs several other allocation methods. The details data
on performance evaluation is not shown here due to space limitation. See [2] for details.

2.3 Deadline Partition Approach

In this approach the deadline associated with a connection is partitioned into as many
sub-deadlines as the number of LAN segments in the path of the connection. Each LAN
segment is then assigned a sub-deadline. The resource for each LAN is then allocated
accordingly. In this approach, the partition step is critical in addressing the three issues
mentioned earlier (i.e., non-conservative allocation, balancing bandwidth usage, and dealing
with bandwidth mismatch).

We designed, analyzed, and evaluated several deadline partition methods. We brie
y
describe them as follows.

� Equal partition method. In this method, the original deadline of the new connection
is divided equally among the LAN segments in the path of the connection. Obviously
this is a very simple partition scheme. This scheme may work well in a symmetric
ABHN, because all the LANs are of same capacity. But this scheme may perform
poorly in an asymmetric ABHN. In asymmetric ABHN, there may be a mismatch in
the capacity of the LAN segments. Giving equal sub-deadlines to both a high and a
low capacity LANs may result in an unbalanced resource allocation.

� Capacity-inverse-proportional partition method. In this method, the original deadline
of the new connection is divided such that the sub-deadlines are inversely proportional
to the capacity of the respective LANs. Thus, the LAN segment with lower capac-
ity is assigned a sub-deadline larger than that of a higher capacity LAN segment.
That is, this method addresses the bandwidth mismatch problem. Hence, although
for a symmetrical ABHN, this scheme is equivalent to the equal partition method
scheme, for asymmetric ABHN this scheme should perform better. On the other
hand, this method is a static one and hence cannot react properly in a 
uctuating
load environment of LANs.

� Utilization-proportional partition method. In this method the original deadline is
divided among the LANs such that the sub-deadlines are directly proportional to the
utilization of the respective LANs. Thus, if a LAN has a higher utilization than the
other, then this LAN will have larger sub-deadline than the others. It addresses the
bandwidth balancing problem in the sense that it assigns sub-deadline according to
the runtime utilization of the LAN.

� Integrated partition method. This method synthesizes both the capacity-inverse-
proportional partition method and utilization-proportional partition method. That
is, the deadline is divided such that the sub-deadlines are directly proportional to

6



the utilization and inversely proportional to the capacity of the respective LANs. So
this method takes advantage of both the methods while overcoming their weakness.
However, this method involves more computation overhead than the others.

We have compared the performance of systems with the four di�erent deadline par-
tition methods. The network studied is an asymmetric one, similar to the one shown in
Figure 2. As expected, the integrated partition method turned out to be the best method for
all utilization, whereas utilization-proportional scheme faired better than capacity-inverse-
proportional scheme at a higher utilization. Capacity-inverse-proportional scheme was
better than utilization-proportional for light load condition. Detailed analysis and discus-
sion on performance data are not given here due to space limitations. Interested readers
are referred to [12].

3 Final Remarks

We have addressed resource allocation problem in ATM based heterogeneous network for
multimedia applications. Resource management in heterogeneous network is much more
complex than their homogeneous counterpart. We have identi�ed three issues that are
unique to resource allocation in a heterogeneous network (i.e., non-conservative allocation,
balanced bandwidth usage, and bandwidth mismatch). We have described two approaches
that tackle those issues. Out of these two approaches, the feasible region approach, although
optimal, involves complex analysis of the network. Hence it may not be scalable to a large
network. The deadline partition method, on the other hand, is a heuristic one but is
relatively simple and can be easily implemented in a distributed manner.

Results of our research may be extended to a virtual LAN (VLAN) networking envi-
ronment. In a VLAN, the hosts may belong to di�erent LAN types and the packets in a
VLAN are switched, not routed. So the packet has to travel through di�erent shared and
switching media. The commercial availability of Virtual LAN products [7, 15] has added
importance to this problem.
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