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ABSTRACT

We propose a graph theoretic technique for recognizing ac-
tions at a distance by modeling the visual senses associ-
ated with human poses. Identifying the intended meaning
of poses is a challenging task because of their variability and
such variations in poses lead to visual sense ambiguity. Our
methodology follows a bag-of-words approach. Here “word”
refers to the pose descriptor of the human figure correspond-
ing to a single video frame and a “document” corresponds to
the entire video of a particular action. From a large vocab-
ulary of poses we prune out ambiguous poses and extract
‘meaningful’ [6] poses - for each action type in a supervised
fashion - using centrality measure of graph connectivity [16].
The number of ‘meaningful’ poses per action is determined
by setting a bound on the centrality measure. We evalu-
ate our methodology on four standard activity recognition
datasets and the results clearly demonstrate the superiority
of our approach over the present state-of-the-art.

1. INTRODUCTION

Human action recognition in image and video is an ac-
tive area of research. The initiatives in this field usually
have two broad classifications - either they focus on low and
mid-level feature collection ([10, 17]) or they model the high
level interaction among the features [14, 13]. For example,
Mori et. al. have proposed a learned geometric model to
represent human body parts in an image, where the action
is recognized by matching the static postures in the image
with the target action [14, 13]. Similarly, Cheung et. al.
have used the silhouette of the body parts to represent the
shape of the performer [3]. Recently, the bag-of-words model
is being used to recognize actions in videos [10, 17]. Shah
et. al. have used a vocabulary of local spatio-temporal vol-
umes (called cuboids) and a vocabulary of spin-images (to
capture the shape deformation of the actor by considering
actions as 3D objects (x, y, t)) [10]. Niebles et. al. also
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uses some space-time interest points on the video as fea-
tures (visual words) [17]. The algorithm of Niebles et. al.,
automatically learns the probability distributions of the vi-
sual words using graphical models like probabilistic Latent
Semantic Analysis (pLSA) and Latent Dirichlet Allocation
(LDA) to form the vocabulary of words. In [20], the whole
frame in a video is represented as “word”, instead of “collec-
tion of words” as proposed in [17] in the bag-of-words model.
The main success in the work of Mori et. al. is that, they
have successfully applied the method on some data where
the object (the actor) is very small (30 to 40 pixels).

Bag-of-word based action recognition tasks either seek
right kind of features for video words or model the abstrac-
tion behind the video words. There are initiatives which
study pose specific features [8] but modeling visual senses
associated with poses in videos is largely an unexplored re-
search area. The proposed methodology is built here on
the following premise - human poses often carry a strong
visual sense (intended meaning) which describes the related
action unambiguously. But this is a challenging task given
the tremendous variation present in the visual poses either
in form of external variation (viz. noise, especially in low
resolution videos) or variation inherent to the human poses.
Variation in poses is the primary source of visual sense ambi-
guity and often a single pose gives out a confusing interpre-
tation about the related action type. For example, top row
in Figure 1 shows some ambiguous poses and by looking at
them one cannot tell for certain the corresponding actions,
whereas the bottom row illustrates the ‘meaningful’ poses
which unambiguously specify the related actions. Our con-
tribution in this paper is two-fold. First, we propose a novel
pose descriptor which not only captures the pose specific de-
tails of the performer from a single video frame but also con-
siders motion information of the poses from two subsequent
frames. Secondly, we seek to model visual senses exhibited
by the human poses. For each visual sense (i.e., action type)
we rank the poses in order of “importance” using centrality
measure of graph connectivity [16]. The emphasis on the
pose specific details is in accordance with the theme of this
paper - action recognition at a distance; we argue that when
the camera is placed far from the performer it becomes dif-
ficult to model each part of his/her body separately. The
foreground figure of the human performer appears as a tiny
blob (of approximate height of 40 pixels) and the only reli-
able cue offered in such low-resolution videos is given by the
motion pattern of the poses.

The proposed methodology consists of combining the mo-
tion and pose information of a human performer into a single



Figure 1: Top row shows some ambiguous poses
(as labeled by our algorithm) from (a), (b) Soccer
dataset and (c), (d) Tower dataset. The bottom
row shows retrieved ‘meaningful’ poses (by our al-
gorithm) for (e), (f) walking from Soccer dataset, (g)
running and (h) walking actions from Tower dataset

multi-dimensional descriptor. This is done by deriving local
histograms of oriented flow vectors from a weighted optical
flow field and then concatenating the local histograms into
a single global pose descriptor. The global pose descriptor
corresponds to a single video frame. The pose descriptors
are full with redundancies and upon clustering we obtain an
over-complete codebook of visual poses. The pose clusters
may be equated with visual words and documents here stand
for an entire video sequence. A sparse set of discriminatory
poses are selected from this over-complete codebook in a
supervised fashion, i.e. this set of poses is constructed sep-
arately for each action type starting from the over-complete
codebook. Such discriminative set of poses obtained by elim-
inating ambiguous poses from the over-complete codebook
is called compact codebook. This sparse set of poses are
used for classification of an unknown target video.

The sparse set of poses are obtained from the over-complete
dictionary by the feature ranking technique known as the
centrality measure of graph theory. This requires the con-
struction of a pose graph corresponding to each action type
where the pose graph contains poses from the over-complete
codebook as vertices and an edge between two vertices ex-
plains the joint behavior of the two poses. By joint behavior
we mean how well the two poses describe the action together.
Next we rank the poses using the graph centrality measure
and then choose the most ‘important’ or ‘meaningful’ poses
for a particular kind of action using the concept of ‘mean-
ingfulness’ [6]. Grouping all such poses together, we build
our sparse codebook.

Section 2 presents the proposed methodology. The results
in Section 3 show the efficiency of the proposed approach.
In Section 4, we draw our conclusions.

2. PROPOSED APPROACH

As discussed in the Introduction, our first task is to de-
rive a multidimensional vector (called the pose descriptor)
corresponding to each frame of all the video. The pose de-
scriptors, upon data condensation result into a moderately
compact representation and we call it an over-complete code-
book of visual poses. From the over-complete codebook, a
relatively compact set of visual words is formed by selecting
only some ’meaningful’ poses which can uniquely identify a
particular action. We get a histogram corresponding to each
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Figure 2: (a) The optical flow field, (b) gradient
field, (c) weighted optical flow and (d), (e), (f) show
the respective pose descriptor (histograms obtained
from (1)) on a frame of a sample video.

action video, showing the frequency of each ’meaningful’
poses in the video. We learn the histograms corresponding
to all the action videos and test the query video by match-
ing the histograms. So first we discuss the methodology for
deriving the descriptors.

2.1 Deriving the Pose Descriptor

Our pose descriptor combines the benefit of motion in-
formation from optical flow field (using Lucas-Kanade algo-
rithm [12]) and pose information from the gradient field. We
produce a flow field vector V from the optical flow field f,
weighted with the strength of the gradient field B, ie.,

V = |B|. «F, (1)

where the symbol *.* represents the point wise multiplica-
tion of the two matrices.

The effect of this weighted optical flow field is best under-
stood if one treats the gradient field as a band pass filter.
This is because the gradient field takes high value where
the edge is prominent, preferably along the boundary of the
foreground object, but it is very low in magnitude on the uni-
form background space. Since gradient strength along the
human silhouette is quite high, the optical flow vectors there
get a boost upon modulation with gradient field strength.
So we filter in the motion information along the silhouette
of the human figure and suppress the flow vectors elsewhere
in the frame. So our descriptor is basically a motion-pose
descriptor preserving the motion pattern of the human pose.
Figure 2 shows how our descriptor differs from the optical
flow field and the gradient field and gives more importance
to the movement of the human silhouette and minimizes the
effect at the other points in the frame.

Suppose we have a video sequence of some action type A
having M frames and we denote the frames of the sequence
by I, I2, ..., In. The frame I;,i € 1,2, ..., M is a grey image
matrix defined as a function such that for any pixel (z,y),
I(x,y) € ©, where (x,y) € Z% and © C ZT determines the
range of the intensity values. Corresponding to each pair
of consecutive frames I;_q and I;, i € 1,2,..., M, we com-
pute the optical flow field F. Also we derive the gradient



Figure 3: Formation of 168-dimensional pose de-
scriptor in three layers.

field vector B corresponding to frame I; and following (1) we
obtain V. We consider a three layer image pyramid (Fig-
ure 3), where in the topmost layer we distribute the field
vectors of V in an L-bin histogram. Here each bin denotes
a particular octant in the angular radian space. We take
the value of L as 8, because orientation field is quantized
enough when resolved in eight directions, i.e., in every 45
degrees. The derived field V' can be resolved in two chan-
nels V, and V,, along the x and y-components respectively,
ie. V = (Vi,V,). The histogram H = {h(1), h(2), ..., (L)}

construction takes place by quantizing 6(x,y) = arctan (V—z)

and then adding up m(z,y) = /V.2 + V;2 to the right bin
indicated by the quantized 6. In mathematical notation the
process is as follows.

h(i) = Z {m(:p,y) when 6 € ith octant @)

0 otherwise
z,y

The next layer in the image pyramid splits the image into
4 equal blocks and each block produces one 8-bin histogram
leading to 32-dimensional histogram vector. Similarly, the
bottommost layer has 16 blocks and hence produce 128-
dimensional histogram vector. All the histogram vectors
are LI-normalized separately for each layer and concate-
nated together resulting in a 168-dimensional pose descrip-
tor. Once we have the pose descriptors we seek to quantize
them into a visual codebook of poses. Next section outlines
the details of the visual codebook formation process.

2.2 Formation of Visual Codebook

Since human action has repetitive nature, an efficient pose
descriptor derived above retains redundancy. Instead of
clustering, we solicit the idea of data condensation because
in data condensation one may afford to select multiple pro-
totypes from the same cluster, whereas in case of clustering
one seeks to identify the true number of clusters (and also
their true partitioning). The data condensation ultimately
leaves us with an over-complete codebook S of visual poses
where at least some of the redundancies of the pose space
is eliminated. The learning of the pose codebook follows
Maxdiff kd-tree based data condensation technique [15].

Figure 4: Mapping of a pose descriptor to a pose
word in the kd-tree; leaf nodes in the tree denote
poses and red leaf nodes denote 'meaningful’ poses.

An optimum (local) lower bound on the codebook size of
S can be estimated by Akaike Information Criterion (AIC),
Bayesian Information Criterion (BIC) [1] or one can directly
employ X-means algorithm [18] which is a divisive cluster-
ing technique where splitting decision depends on the lo-
cal BIC score. X-means based clustering techniques [18§]
rely on Euclidean distance metric which is isotropic in na-
ture and perform poorly when the dimension of the fea-
ture space increases [1]. The Maxdiff kd-tree based data
condensation technique alleviates the curse of dimensional-
ity by mining the multi-dimensional pose descriptors into
a kd-tree data structure. The leaf nodes of the kd-tree
denote one pose cluster or the visual pose word; one can
choose (depending on computational expense) multiple sam-
ples from each leaf node to construct the large pose vocab-
ulary S = {p; € R? | i = 1,2,...,k}, where d denotes the
dimensionality of the pose descriptors and k is the cardinal-
ity of S. The algorithm to construct the kd-tree is explained
in details in [15]. In our experiment we choose the mean
of each leaf as our pose word and learn the codebook S of
poses. The pose descriptor in a video sequence is mapped
to a pose word in S by descending down the kd-tree (by the
tree traversal algorithm) and hitting the leaf node (Figure
4). If one selects multiple poses from the same leaf node
in the construction of S, one can break the tie (in word -
descriptor mapping) by computing the nearest neighbor of
the pose descriptor. Next we outline the scheme for ranking
the poses of S using centrality theory of graph connectivity.

2.3 Pose Ranking by Centrality Measure of
Graph Connectivity

The poses in the over-complete visual codebook S are of-
ten ambiguous and our goal is to identify the unambiguous
(i.e., ‘meaningful’) poses. The poses from S are embedded
in a graph as nodes and the edge between each two poses
stands for the dissimilarity in terms of a semantic relation-
ship between them, measured using some form of weight
function. The idea of “importance” of a pose is represented
based on the notion of centrality - a pose is central if it is
maximally connected to all other poses. The ‘meaningful’
poses are identified in the graph separately for each action
repeating the same algorithmic procedure for all kinds of ac-



tions. We define a pose graph for a specific kind of actions
as follows:

Definition 1. A pose graph for an action is an undirected
edge-labeled graph G = (S, E) where each vertex in G cor-
responds to a pose belonging to the over-complete codebook
S; E is the set of edges and w : E — (0, 1] is the edge weight
function. There is an undirected edge between the poses u
and v (u # v and u,v € S), with edge weight w(u,v), iff
0 < w(u,v) < 1. Edge weights indicate dissimilarity be-
tween the two poses. It is assumed that w is symmetric i.e.,
w(u,v) =w(v,u), Vu,v €S and w(u,u) =0V ues.

As discussed earlier, human activity follows a sequence of
pose patterns in definite order and they have a cyclic nature.
For simplicity we have assumed the cycle length fixed and
used a span of T frames to define an action cycle. Most of
the repetitive actions in our datasets (like running, walking,
jumping, etc.) complete a full cycle in and around 10 frames
and we set the value of T at 10. Let p(u, v) denote how many
times the pose words u and v both occur together in all the
action cycles of a particular action video.

w(u,v) = {/1) when p.(u,v) #0 3)

C otherwise
where, C is a large constant when v and v do not have
an edge in between them. According to (3), lower is the
edge weight, stronger is the semantic relationship between
the pose words. One can think it this way - same context
causes these two poses happen together. Next we define the
eccentricity measure [21] of graph connectivity to see how
semantically different the poses are from each other in a
pose graph.

Definition 2. Given a pose graph G, the distance d(u,v)
between two pose words u and v (where u,v € S) is the
sum of the edge weights on a shortest path from u to v in
G. Eccentricity e(u) of any v € S is the maximum distance
from u to any v € S; (u # v), i.e.,

e(u) = maz{d(u,v) | v € S}.

Floyd-Warshall algorithm [4] computes all-pair-shortest
path to evaluate the eccentricity e(u) of each poseu € S
using Definition 2. According to Definition 2, eccentricity
e(u) is a measure of ambiguity of the pose u. So for each
action, we choose the unambiguous poses by selecting poses
with significantly low eccentricity value in a pose graph. The
following proposition narrates the pose ranking based on ec-
centricity value:

Proposition 1: Given a graph connectivity measure “e”
and the set of vertices S, for a pair of vertices u,v € S, we
induce a ranking rank. of v and v such that rank.(u) <
ranke(v) iff e(u) > e(v).

Now the problem is, how many poses should be selected
for compact dictionary for each action? One procedure may
be to select g-best poses (in terms of lowest eccentricity)
from each action to form the compact codebook. Then vary
the number ¢ in all integral values of some interval [a,b]
(a,b € Z1), to calculate the accuracy for each g. Lastly
take the optimal g. The problem in this procedure is that, in
reality, the number of unambiguous poses is usually different
for each action type. The concept of meaningfulness [6] gives
us the opportunity to vary the number of selected poses
for different action type. We illustrate the process forming

compact codebook £ from the over-complete codebook S in
the next subsection.

2.4 Formation of Compact Codebook Select-
ing ’Meaningful’ Poses

Now we have a 168-dimensional vector (pose descriptor)
corresponding to each frame of each action video. We also
have an over-complete codebook of a number of pose words,
each having an eccentricity value depicting a measure of am-
biguity. We first normalize the eccentricity values between
0 and 1 by dividing all eccentricity values with their maxi-
mum. The poses with ‘meaningfully’ low eccentricity values
are selected from the over-complete codebook to produce the
compact codebook following the definition:

Definition 3. Given a sequence of mutually exclusive sets
of action types {An}n=1,2,...a (An is the set of all pose de-
scriptors of the nth action type, « is the number of action
types) and an over-complete codebook S (Js_,{An} = 5),
a set £ C S is said to be a compact codebook if

(1) E={ue S|e(u) <d} and

(1) VAn, Ju € Ayn such that u € &,

where e(u) is the eccentricity value of the word v and ¢ is a
‘meaningful’ cut-off value of e(u).

2.4.1 Selecting Meaningful cut-off for eccentricity

This ‘meaningful’ cut-off value is determined by the con-
cept of ‘meaningfulness’ introduced by Agnes et. al. [6].
The concept of meaningfulness is derived from the Gestalt
Philosophy. The Gestalt hypothesis is being used to solve
several problems in the field of computer vision [6]. Accord-
ing to the Gestalt theory, “grouping” is the main concept
for our visual perception [5]. Suppose there are n objects, k
of them having similar characteristics with respect to some
a priori knowledge (e.g., same color, same alignment, etc.).
Then the question is that, are these characteristics happen-
ing by chance, or is there any significant cause to group
them to form a meaningful characteristics? To answer this
question, we first assume that the characteristics are uni-
formly distributed over all the n objects and the observed
characteristics are some random realization of the uniform
distribution. According to the concept of meaningfulness, if
the expectation of the observed configuration of k& objects
is very small, then the grouping of these objects is mean-
ingful. We calculate the expected number of occurrences of
the observed characteristics, which is called the number of
false alarms (NFA). If the NFA is less than a certain num-
ber € then observed characteristic is called an e-meaningful
event; otherwise it is a random event. That is by definition,
a meaningful event is significantly different from random
events and has a very small NFA. In this paper, our object
is to select from each action type, only some poses having
‘meaningfully’ low e(u) value. For simplicity in further cal-
culation, we introduce another measure E(u) = 1 —e(u). So
now our object is to find a cut-off A = 1—§, hence the poses
having ‘meaningfully’ high E(u) value (greater than A) are
selected as ‘meaningful’ poses.

For finding the meaningful cut-off value n of the eccentric-
ity value E(u) for each action type A, (n € {1,2,...,a}), we



first select for each A,, A equidistant points in [0,1], the
range of FE(u) value. We vary the value of the threshold n
over all the chosen equidistant points in [0,1]. For each n we
do the following two steps given by the two equations (4)
and (5). If v is the prior probability that an arbitrary pose
has E(u) higher than 7, then

V:1*77: (4)

assuming that the values of E(u) are i.i.d. uniformly dis-
tributed in the interval [0,1].

Let t be the minimum number of poses needed to recognize
the action type A, [5]. The cut-off n is meaningful if the
action type A, contains at least ¢ poses due to cut-off 7.
Therefore, whether a particular cut-off value is meaningful
or not becomes a Bernoulli trial. If (1— P,) is the probability
that the cut-off 1 is meaningful, then

Pg—f( M-, 5)

1=t

is the Binomial tail, where M is the number of poses in A,
and v comes from (4).

Here the problem is a Bernoulli trial (in our problem,
whether a cut-off value of E(u) is meaningful or not), then
the NFA of the event that the particular cut-off n is signifi-
cant for detecting ‘meaningful’ poses, can be defined as

NFA= AP, (6)

where P;] comes from (5). A is the number of equi-spaced n
values in the interval (0,1) to estimate the meaningful n. In
other words, A is the number of trials. If the value of NFA
is less than a predefined number ¢, then the corresponding
cut-off value 7 is e-meaningful. Setting ¢ = 1 as in [6],
means that the expected number of occurrence of the event
that, the cut-off n = " is meaningful for the corresponding
action type, is less than 1. Let us call this cut-off ' as
‘1-meaningful’ cut-off value.

2.4.2  Estimation of Parameters for Finding Mean-
ingful Cut-off

Parameter ) is used to calculate the NFA in (6) and P} is
obtained by (5). Then the probability that all the poses in
the action type A, have F(u) greater than n, is v™. This is
lesser or equal to the probability that at least ¢ poses have
E(u) less than n, which is PJ. So v™ < PJ < £ (since
according to (6), for an e-meaningful event, NFA = AP]] <
€), which implies

loge — log A

M > (7)

log v

For a given 7, v comes from (4). M is fixed for a given action
type An. Then for a given ¢, we can find A from (7).

Parameter ¢ is the minimum number of poses needed to

recognize the action type A,. From Hoeffding’s inequality

[9], for an e-meaningful event we can deduce the following:

t>vM + %(log)\—loge). (8)

The equation (8) is the sufficient condition of meaningful-
ness. The derivation comes from Hoeffding’s inequality.

PRrROOF. In our problem, M is the number of poses in ac-
tion type A, in the codebook. We can formulate the problem

by an i.i.d. sequence of M random variables { X4 }q=1,2,3,....M,
such that 0 < X, < 1. Let us define Xj as,

1 when E(q) <n
Xq= ]
0 otherwise

for a given . We set Sy = 224:1 X4 (i-e., the number of
poses of A, having E(u) value greater than n) and vM =
E[Sm]. Then for vM < t < M (since v is a probability
value less than 1), putting o = 5 as in [6], according to
Hoeffding’s inequality,

l—o)

Pl = P(S]w > t) < e_]\/f(‘ﬂog Z+(1—0o)log =7 )

In addition, the right hand term of this inequality satisfies,

e—M(o’ log Z+(1—0)log %) < e—M(o‘—y)zH(u) < 6—2]\4(0'—1/)27

where

H) = {1_12U log 1;” when 0 < v < %

1 1
2v(1—v) 2 <v<l

This is Hoeffding’s inequality. We then apply this for finding
the sufficient condition of e-meaningfulness. If t > vM +

log A—loge : _t
1/ %\/M, then putting o = 37 we get

log A — loge

M(o —v)? )

AV

Then,

— o—v 2 v — 10, og € €
PgSeJW( )H()Selg)ng :X
This means by definition of meaningfulness, that the cut-off
71 is meaningful (according to (6)).
Since for v in (0,1), H(v) > 2 we get the sufficient condi-
tion of meaningfulness as (8). [

It is clear from (4) and (5) that if " is a 1-meaningful
cut-off value for F(u) value, then each cut-off value chosen
from the interval [r’,1] is also 1-meaningful. Now from the
1-meaningful cut-off values, we have to select the maximal
meaningful cut-off.

2.4.3 Selecting Maximal Meaningful Cut-off

Setting € = 1 is a safe choice to find the maximal meaning-
ful cut-off. However, for choosing the maximal meaningful
cut-off, we should have some measure of meaningfulness. For
this purpose, we should consider the empirical probability of
a pose of A, to have its E(u) to fall in the interval [r’,1].
Let r,,(n’) be the empirical probability of a pose of A, to
have E(u) in the interval [,1]. Then

’ M(n')
Tn(n ) - M ) (9)
where M(n') is the number of poses in A, having E(u)
greater than n’.

In general, for 1-meaningful cut-off values, r,(n’) < v.
Now using r,(n’), we have to define a measurement of max-
imal meaningfulness of the cut-off value. This measurement
should penalize the situation that a 1-meaningful cut-off ¢
yields higher empirical probability value than v. This mea-
surement (let us call it as c-value) should also help to reduce
the number (not compromising with the accuracy of recog-
nizing the action type) of ‘meaningful’ poses for an action



type. However, according to Definition 3, the correspond-
ing action type must have at least one selected pose. Then
c-value can be defined as,

00
when rp(¢) > v, or, () =0

en(Q) = rn(¢) log ’"”T(O + (1 = 7n(¢))log %

otherwise
(10)
where ¢ can take any value from the interval (n',1). We take
the open interval instead of the closed interval, in order to
avoid division by zero in (10), which occurs if v = 0.

For each An, we find the c,(¢) for all § distant values
of ¢ from the interval (n',1). Clearly, a more meaningful
value of " gives lesser value of ¢, ({). For each action type,
we find the maximal meaningful cut-off using the following
definition:

Definition 4. A cut-off ¢ is said to be maximal meaningful
cut-off for the corresponding action type, if it is 1-meaningful
and

Vme (n',1) —{C}  en(C) < cn(m).

The frames with E(u) value greater than the maximal
meaningful cut-off value of the corresponding action type,
are finally chosen as ‘meaningful’ poses and included in the
compact codebook £. Next we illustrate the results of our
approach.

3. RESULTS AND DISCUSSIONS

The choice of dataset is made keeping in mind the focus
of our paper - recognizing action at a distance. Soccer [7],
Tower [2], Hockey [11] datasets contain human performer far
away from the camera and 30-40 pixels tall approximately.
Only exception is the KTH [19] dataset where we evaluated
our proposed methodology on medium size (100 pixel tall)
human figure. We use support vector machines for classifi-
cation of target video with radial basis function following a
“Leave-one-out” scheme, i.e., our training set consists of all
of the action video sequences except the one which we hold
out for evaluating our trained models. And we repeat this
step for all the given video sequences. This same process is
carried out for all the four datasets. In [7, 20] an automatic
preprocessing step is used to centralize the human figure.
There is no such requirement in our algorithm; the weighed
optical flow vectors obtained by (1), get automatically mag-
nified around the silhouette of the foreground figure (due
to higher gradient strength) and subdued elsewhere because
of lower gradient strength. For each dataset we show the
confusion matrix of different codebook models.

Our approach is efficient both in terms of consumed time
and accuracy in detecting human actions in comparison to
state-of-the-arts (Table 1). The major time consuming step
is learning the ‘meaningful’ poses for each action separately.
But this is done once and we reap benefit later while clas-
sifying video with a small set of just 4 or 5 selected poses
per actions. The average time consumed for learning ‘mean-
ingful” poses by each action amounts to little less than one
minute. After the detection of ‘meaningful’ poses in S, our
approach takes only a few seconds for both learning and
testing in our MATLABY implementation in a machine with
processor speed 2.37 GHz, 512MB RAM.

Figure 5: Selected ‘meaningful’ poses of the Tower
dataset. (P1-P4) Pointing, (S1-S3) Standing, (D1-
D7) Digging, (W1-W3) Walking, (C1-C4) Carrying,
(R1-R4) Running, (W11-W13) Waving 1, (W21-
W24) Waving 2, (J1-J3) Jumping.

Table 2 shows us how the concept of meaningfulness en-
hanced the efficiency of the proposed approach. This gives
much better result than the result obtained by selecting
some fixed number of poses for each action type to con-
struct the compact codebook. Figure 5 shows the ‘mean-
ingful’ poses for all the 9 action types of the Tower dataset.

3.1 Soccer dataset.

The Soccer dataset contains several video sequences of
digitized World Cup football game from an NTSC video tape
[7]. In this dataset each video sequence has more than one
action. So prepossessing step is performed to group (in se-
quential order) all the frames of same label in single action
category. As a result, we are left with 34 different video
sequences of 8 different actions, each action having the fol-
lowing number of video sequences (seq.s). The actions are
“run left angular (rla)” (5 seq.s), “run left (r1)” (5 seq.s),
“walk left (wl)” (3 seq.s), “walk in/out (wio)” (5 seq.s), “run
in/out (rio)” (5 seq.s), “walk right (wr)” (5 seq.s), “run right
(rr)” (3 seq.s) and “run right angular (rra)” (3 seq.s). Some
mistakes are made by the proposed approach because of the
ambiguous nature of poses. For example, the algorithm is
confused between “rla” and “rl”. Some of the poses are quite
confusing to distinguish between two actions. Similar expla-
nation holds for “rra” action versus “rr” action.

Number of ‘meaningful’ poses in Soccer dataset is slightly
lower than other datasets because in soccer, pose ambigu-
ity is high and only a handful of unambiguous poses exist
in each action class. So the confusion matrix (Table 3) of
the proposed approach is obtained by taking fewer number
of poses (Table 2) for each of the eight actions in compari-
son to other datasets. The overall accuracy of the proposed
approach for soccer dataset is 82.35%.

3.2 Tower dataset.

The Texas Austin (Tower) dataset for human action recog-



Table 1: Classification accuracy of proposed method compared to the state-of-the-arts

Methods Overall accuracy (%)
Soccer data | Tower data | Hockey data | KTH data
S-LDA 77.81 93.52 87.50 91.20
S-CTM 78.64 94.44 76.04 90.33
Proposed Method using meaningful poses 82.35 97.22 89.58 92.83

Table 2: Classification accuracy of proposed method compared to the accuracy given by some fixed number
of poses per action

Datasets | Proposed method with number of selected poses per action | Proposed method using 'meaningful’ poses
1 2 3 4 5 6 7
Soccer | 70.59 | 73.53 | 79.41 | 76.47 | 73.53 | 67.65 64.71 82.35
Tower | 82.41 | 84.26 | 90.74 | 95.37 | 91.67 | 83.33 77.78 97.22
Hockey | 81.25 | 83.33 | 87.50 | 83.33 | 75.00 | 72.92 70.83 89.58
KTH 86.50 | 87.67 | 88.33 | 90.17 | 91.33 | 90.33 89.67 92.83

Table 3: Confusion matrix of Soccer dataset (entries
given in %)

rla | rl wl | wio | rio | wr | rr | rra
rla | 80 | 20 0 0 0 0 0 0
rl 20 | 80 0 0 0 0 0 0
wl 0 0 | 100 0 0 0 0 0
wio | O 0 0 80 | 20 0 0 0
rio 0 0 0 20 | 80 0 0 0
wr 0 0 0 0 0 |100| O 0
rr 0 0 0 0 0 0 67 | 33

rra | O 0 0 0 0 0 33 | 67

nition consists of 108 video sequences of nine different ac-
tions of six different peoples, each people showing each ac-
tion twice. The nine actions are, “pointing (P)”, “standing
(S)”, “digging (D)”, “walking (W)”, “carrying (C)”, “running
(R)?, “wave 1 (W1)”, “wave 2 (W2)”, “jumping (J)”. The
Tower dataset is actually a collection of aerial action videos
where the performer is filmed from tower top and he appears
as a tiny blob of height 30 pixels approximately. The ap-
proximate bounding rectangles of the human performer as
well as foreground filter-masks are supplied with the dataset.

We make use of the bounding rectangle and ignore the
foreground filter mask. Since each video clip contains a sin-
gle action, the video clips are already grouped into respective
action classes and we do not need any preprocessing step as
we did in case of Soccer data. The rest of the process is
essentially same. The confusion matrix (Table 4) illustrates
the class wise recognition rate for each action. The pro-
posed approach achieves an overall accuracy of 97.22% on
this dataset. We show the confusion matrix for per-video
classification of our approach.

3.3 Hockey dataset.

The Hockey dataset consists of 70 video tracks of hockey
players with 8 different actions, e.g., “skate down (D)”, “skate
left (L)”, “skate leftdown (Ld)”, “skate leftup (Lu)”, “skate
right (R)”, “skate rightdown (Rd)”, “skate rightup (Ru)” and

“skate up (U)”. The confusion matrix is shown in Table 5.

Table 4: Confusion matrix of Tower dataset (entries
given in %

P|S|D|W]|C R |W1L|W2| J
P 100 0| O 0 0 0 0 0 0
S 0 [8] 0 0 0 0 0 0 17
D 0 0(192] 0 0 8 0 0 0
W 0 0|0 ]100]| O 0 0 0 0
C 0 0|0 0 |100| O 0 0 0
R 0 0|0 0 0 |100| O 0 0
W1 | 0 00 0 0 0 |100| O 0
W2 | 0 0|0 0 0 0 0 |100| O
J 0 0] 0 0 0 0 0 0 | 100

Table 5: Confusion matrix of Hockey dataset (en-

tries given in %)

D L [Ld{Lu| R [Rd|Ru| U
D |100| O 0 0 0 0 0 0
L 0 | 100 | O 0 0 0 0 0
Ld| O 0 [ 8 |17 ] O 0 0 0
Lu| O 0 171 83 | O 0 0 0
R 0 0 0 0 | 100 | O 0 0
Rd| O 0 0 0 0 67 | 33 0
Ru| 0 0 0 0 0 17 | 83 0
U 0 0 0 0 0 0 0 | 100

The proposed approach has acheived an overall accuracy of
89.58% on this dataset. Like soccer, our algorithm finds
less number of ‘meaningful’ poses for each action class in
hockey dataset due to increased pose ambiguity. Most of
the mistakes done by the proposed approach are reasonable,
e.g., our method becomes confused between the actions “Ld”
and “Lu”, similarly between “Rd” and “Ru”.

3.4 KTH dataset.

The KTH dataset of human motion contains six differ-
ent types of human actions, namely “boxing (B)”, “hand

clapping (Hc)”, “hand waving (Hw)”, “jogging (J)”, “running



Table 6: Confusion matrix of KTH dataset (entries
given in %)

B | Hc | Hw | J R | W
B [96]| O 0 3 1 0
He | 0 | 97 3 0 0 0
Hw | 0 0 |100| O 0 0
J 1 0 0 86 | 12 1
R 0 0 0 18 | 78 4
W | 0 0 0 0 0 | 100

(R)?, “walking (W)”, performed by 25 different persons for
four times each; outdoor, outdoor with scale variation, out-
door with different cloths and indoor. Naturally, most of the
confusions occurred for running and jogging because of their
almost similar patterns of poses. The overall accuracy of the
proposed approach is 92.83%. Table 6 shows the confusion
matrix of our method.

4. CONCLUSIONS

This paper studies the action recognition with ‘meaning-
ful’ poses. From an initial and large vocabulary of poses, the
proposed approach prunes out ambiguous poses and builds
a small but highly discriminatory codebook of ‘meaning-
ful’ poses. We demonstrate that identifying ‘meaningful’
poses can provide vital clue about the kind of human activ-
ity. With a sparse descriptor of human poses (and related
motion pattern), we build up a histogram of oriented field
vectors following a multi-resolution framework. By the no-
tion of centrality theory of graph connectivity we extract
the ‘meaningful’ poses which, we argue, contain semantically
important information in describing the action in context.
Forming a codebook of ‘meaningful’ poses, we evaluate our
methodology on four standard datasets of varying complex-
ity levels and report improved performance when compared
with benchmark algorithms. Presently our algorithm works
for single performer; extending it to recognize multiple ac-
tions in the same scene may be a future research direction.
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