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ABSTRACT
This paper presents a novel descriptor for activity classi-
fication. The intuition behind the descriptor is ”learning”
statistics of optical flow histograms (as opposed to learning
”raw” histograms). Towards this end, an activity descrip-
tor capturing histogram statistics is constructed. Further,
a technique to make the feature descriptor scale-invariant
and parts-based is proposed. The approach is validated
on a dataset collected from a camera network. The data
presents a challenging real world scenario (variable frame
rate recording, significant depth disparity, and severe clut-
ter), where biking, skateboarding, and walking are activities
to be classified. Experimental results point to the promise
of the proposed descriptor in comparison to state of the art.
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1. INTRODUCTION
Activity inference from video has evoked considerable in-

terest in the vision community for quite some time. Signifi-
cant advances in modeling and inference techniques over the
past decade have greatly enhanced state of the art methods
leading to a renewed interest. Applications of activity infer-
ence techniques can be far reaching. For example, analyzing
mobility patterns in camera networks, anomaly detection
in surveillance feeds, and gesture interpretation for robotics
rely critically on the underlying methods for recognizing ac-
tions. Almost all methods attempting to solve the problem
adopt a two stage approach, namely low-level feature ex-
traction and feature classification. This work follows suit,
however laying greater emphasis on low-level feature repre-
sentations. The application motivating the ensuing discus-
sions is the analysis of activity in a camera network situated
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inside a university campus. Though the ultimate goal would
be fusing activity information across multiple cameras, the
current work attempts to solve the problem in a single cam-
era setting.

This work is inspired by Efros et al’s 30-pixel man [5],
and Roth and Black’s idea [9] of learning optical flow statis-
tics for natural image sequences. The relation to medium
resolution activity recognition [5] stems from the following
scenario. Consider a camera looking at a scene with reason-
able amount of depth disparity. One can easily observe an
object starting as a 3-pixel man, turning into a 30-pixel and
300-pixel man (the reverse is also true). The activity de-
scriptor for this scenario must be invariant to massive scale
changes, or the inference technique must be designed to be
immune to possible noise due to scale changes.

Roth and Black’s idea [9] of learning flow statistics from
natural image sequences could be adopted to learn flow statis-
tics of activities. Specifically, this work concerns itself with
learning Spatio-Temporal Optical Flow histogram Statis-
tics(STOFS). It should be clarified that some recent work
on optical flow histograms exists [2, 3], however the contri-
bution of this paper lies in learning statistics of the same for
activity inference. An interesting way of looking at STOFS
is as a metric for capturing deformotion (deformation + mo-
tion) in video sequences.

The main contributions of this paper are:

• Novel activity descriptor (STOFS) to learn statistics
of optical flow histograms

• Scale Invariant and Parts-Based STOFS

• A new dataset for 3-way classification between pedes-
trians/skateboarders/bikers (created from a camera net-
work) with over 7000 frames being manually annotated
for ground truth.

2. RELATED LITERATURE
Contemporary activity classification from video can be

categorized from various points of view, the two most impor-
tant being sparse/dense methods and supervised/unsupervised
methods. Sparse activity analysis techniques detect interest-
ing patches in the spatio-temporal volume, thereby ignoring
regions that the detector deems ”uninteresting”. Dollar et
al’s sparse spatio-temporal features [4] and Laptev et al’s



Figure 1: Examples of activity trajectories extracted from the

video. Green Trajectories represent bikers, red trajectories rep-

resent skateboarders, and blue trajectories represent pedestrians.

Observe how the trajectories must be mean normalized (bottom

right) to get rid of directionality that might bias the algorithm

from generalizing to other data.

STIP features [6] are state of the art space-time interest
point detectors. Following the detection process, three di-
mensional patches are extracted around the detected interest
points, and described by a feature vector (eg: HOG, SIFT,
FLOW etc..). On the other hand, dense methods take the
data as such, without sampling for interest points and at-
tempt designing classification methods for a large number of
features (extracted possibly with outliers).
Supervised methods [6, 4], (as the name implies) explicitly
furnish training data to the algorithm, usually in the form of
ground truth annotations. Unsupervised methods [7] focus
on action discovery without any external guidance. For the
application in hand, it is assumed that the user knows what
the different actions are, leading to a choice of supervised
techniques.
Works by [10, 5, 4, 6, 7] subsume large portions of the ac-
tivity classification literature, and are an excellent source of
reference.

3. DATASET
Videos from a static camera in a camera network are used

for experiments. Each video is of duration equal to 20 min-
utes, giving a total footage time of 100 minutes. Using the
dataset, 25 clips of pedestrians, 45 clips of skateboarders,
and 45 clips of bikers were manually cropped. Each clip was
of duration between 3-5 seconds. Since videos are variable
frame rate, approximately 80 frames made up each video
clip. All clips (total of 7000 frames) were manually anno-
tated for the object of interest. In other words, annotating
each clip gives a track. In order to automate the process, an
ensemble tracker [1] using gentleboost was also employed.
The dataset used for this work presents several challenges.
It simultaneously presents the following scenarios:

• Large scale variations: Scale of the object varies across
its lifetime in the video. A 3-pixel man appears, changes
gradually to a 30, 300 - pixel man and finally disap-
pears from the field of view of the camera.

• Illumination Variation: Feeds are captured at varying
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Figure 2: Construction of an Oriented Optical Flow Histogram.

times of the day, because of which there is severe illu-
mination within and across videos.

• Occluding Objects: The dataset consists of lampposts
that temporarily occlude the objects being tracked.

• Crowd Clutter: During late mornings/early afternoons,
there is increased activity because of which people sur-
rounding the target may contribute to severe clutter.

• Variable frame rate data: The frame rate of the videos
is not constant. This is to be expected in surveillance
videos.

• Variable quality data: Since data is being acquired
wirelessly, there is a possibility of frame drops due to
network traffic, and video quality does not always re-
main constant.

Most importantly, the dataset presents a real world scenario
without exercising any control over the environment on which
the data is captured. Optical Flow histograms are not di-
rectly used for classification as it is a directional feature and
will not generalize for classification, see Figure 1. Hence,
features which are direction independent and having a sig-
nificant physical meaning to them are computed.

4. LEARNING OPTICAL FLOW HISTOGRAM
STATISTICS

The following section initially describes construction of
the basic STOFS descriptor, after clarifying notations. Sub-
sequently, techniques to make the descriptor scale-invariant
and parts-based are discussed.

4.1 Notations and Nomenclature
In order to simplify the following discussion, we define

important terms and clarify our notations.

Definition 1. 1. A track is the collection of an object’s
characterization throughout the length of a video clip. Sub-
tracks are uniformly sampled subsets of tracks, and are of
fixed size.

Definition 2. 1. A trajectory is the collection of centroids
of an object’s characterization throughout the length of a
video clip. Subtrajectories are uniformly sampled subsets of
trajectories, and are of fixed size.

Definition 3. 1. Histograms of Oriented Optical Flow (Fig-
ure 2) (HOOF, denoted henceforth as h ∈ Rd) is computed
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Figure 3: Feature Extraction using HooF.

over a patch, and is defined by the distribution of optical
flow magnitudes over quantized orientations of flow vectors.

Each track is composed of several HOOFs and will be de-

noted as Qi(h) ∈ Rd×
∑N

j=1 Tij , while the set of histograms
constituting a sub-track will be denoted by qij(h) ∈ Rd×Tij .
Tij denotes the duration of the jth sub-track extracted from
the ith video.

4.2 Statistics of Optical Flow Histograms
Since optical flow is a vector field, each flow vector has an

angular orientation associated with it. The flow magnitudes
are binned to their corresponding orientations to construct
a histogram (shown as a table in figure 2). In this work, the
number of bins is always fixed to 8. To ensure proper feature
comparisons between bounding boxes of different sizes, all
regions on which HOOF is extracted are initially normalized
to a common size.

The following assumes a single sub-track to be denoted by
q = qij (subscripts are dropped to avoid notational clutter),
where q is a matrix containing optical flow histograms along
its columns. Without loss of generality, assume L to be the
number of frames constituting a sub-track.

The features extracted from HOOF constructed from each
sub-track are, see figure 3:

• Mean Optical Flow: The mean of all HOOF bins across
a sub-track measures the velocity with which a target
moves.

µ =

∑
k

∑
l q(k, l)

|q| ; 1 ≤ k ≤ d, 1 ≤ l ≤ L (1)

• Average Variance of Optical Flow: Measures the smooth-
ness of of flow of an object. Since this feature is ca-
pable of capturing if an object suddenly increases or
decreases speed, it can be thought of as an acceleration
cue.

σ =

∑
k

∑
l(q(k, l)− µ)2

|q| − 1
; 1 ≤ k ≤ d, 1 ≤ l ≤ L (2)

• Average Intra Frame Variance: Variance of optical flow
vectors within a frame captures how the object deforms
statically. Averaging this measure across all frames in

a sub-track characterizes the amount of static defor-
mation an object is capable of undergoing. It can be
denoted as varq.

q = [h1|h2...|hL]

varq =

∑
l var(hl)

L
; 1 ≤ l ≤ L (3)

• Average bin-wise Variance: Average variance of optical
flow vectors of each bin across a sub-track measures
temporal deformation of an object. In other words,
it is a measure of the ability of an object to deform
along every orientation across time. It can be denoted
as var(qT ).

qT = [g1|g2...|gd]

varqT =

∑
k var(gk)

d
; 1 ≤ k ≤ d (4)

The resulting 4-D feature vector [µij , σij , varqij , varqTij
],

thus captures a notion of spatio-temporal deformation (de-
formotion) of an object.

4.3 Depth Normalization
In the dataset under consideration, there is a huge dis-

parity between bicyclists moving close to the camera, and
the skateboarders/pedestrians moving far away from the
camera. It would be extremely useful to learn an approx-
imate depth map which could normalize the scale variant
features extracted from the video. We propose to make use
of the output of the tracker (perimeter of bounding boxes)
to achieve fast and approximate depth normalization. The
basic idea is that an object’s perimeter is low at a large dis-
tance from the camera, while the same object’s perimeter
is higher when it is closer to the camera. Using the ob-
ject perimeters as data points, a Nadaraya-Watson kernel
regression using gaussian kernels (Kh) is performed to ob-
tain an approximate velocity/depth normalization map, see
Figure 4. This map is utilized for normalization of features
extracted from the video clips. In Equation 5, x is the set
of pixel coordinates in the image, Xi is the set of n points
on which bounding boxes are available, Yi is the perimeter
of the bounding boxes. Note that m̂h(x) is the approximate
depth map used for normalizing scale variant features.

m̂h(x) =

n∑
i=1

Kh(x−Xi)∑n
j=1Kh(x−Xj)

Yi (5)

4.4 Parts-Based STOFS
Research in visual psychology advocates a parts based na-

ture of human perception [8], following which many object
recognition methods employ parts-based models. This work
introduces parts based STOFS (p-STOFS), similar to [8],
the main difference is the manner in which parts are con-
structed. [8] attempts to recognize human actions by break-
ing the detected human silhouette into semantically mean-
ingful parts and learning discriminative features on them. In
contrast, the proposed method constructs parts for any ac-
tion of interest by searching for parts that maximize discrim-
inative ability across classes, while parts are not constrained
to be semantically meaningful. In the present work, the part
being searched for is a line l′ ∈ {0, H} that splits the rectan-
gular bounding box into two blocks (P1, P2). H refers to the



Figure 4: [Best Viewed in Color] Depth/Velocity Normaliza-

tion, (left) a frame from the video having severe depth disparity.

(right) normalized velocity map using kernel regression

Table 1: Confusion Matrix of Discriminant Analysis
Conf.Mat Bike Skate Person

Bike .53 .46 0
Skate .2 .66 .13

Person 0 0 1

height of a bounding box under consideration. In principle
it is possible to recursively split bounding boxes by mini-
mizing a discriminative cost, however for experiments only
a single split is employed.

5. EXPERIMENTS
Experiments are conducted on the dataset described in

Section 3. A naive trajectory feature employing centroids of
bounding boxes is employed as a baseline method. Various
features of centroid motion were tested on the baseline (ve-
locity, acceleration, Fourier and Wavelet Spectrums, turning
angles). It was found that accelaration provided consistent
results and was hence employed for baseline comparisons.
Subsequently, STOFS and p-STOFS are employed for clas-
sification on the same data. Finally, a comparison to Sparse
Spatio Temporal Features (SSTF), a state of the art action
descriptor is presented.

5.1 Sub-Track Classification using STOFS
Experiments were performed separately on bounding boxes

obtained from manual annotations (410 in total, split into
160 training and 250 test tracks) and the ensemble tracker
(233 in total, split into 160 training and 73 test tracks).
The naive method was initially employed for the three-way
classification. Confusion matrix resulting from employing
the baseline is shown in Table 1. As can be observed, sub-
tracks of pedestrians are easily separated from bikers and
skateboarders without any confusion. Hence one can safely
assume the separability of pedestrians using optical flow
magnitudes. However, there is severe confusion between bik-
ers and skateboarders, see Table 1 and 2.

Table 2: Baseline Accuracy
Method Mean Accuracy(S/B) Mean Accuracy(S/B/P)

DA 61.05 ± 7.81 74.38 ± 3.8
SVM 68.6 ± 7.93 79.66 ± 2.81

Table 3: STOFS Accuracy - SubTrack Classification
Method Accuracy(Tracker) Accuracy(Manual)

LDA 84.98 ± 1.39 83.95 ± 1.39
QDA 85.37 ± 3.41 83.81 ± 1.57
SVM 86.56 ± 1.26 83.41 ± 1.64

Boosting 86.30 ± 3.64 81.99 ± 2.19
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Figure 5: [Best Viewed in Color] Classification errors as the

line splitting the bounding box into parts is moved. X-axis cor-

responds to the position of the line l′ splitting the bounding box

into parts, Y-axis corresponds to the classification accuracy for

varying values of l′.

STOFS is extracted as a ”bag of features” over which clas-
sifiers are trained during the training phase. Every new
STOFS descriptor arriving at test time is projected onto
the trained classifier for a class decision. The accuracy of
sub-track classification using STOFS is shown in Table 3. It
must be noted that different classifiers were employed only
for completeness of experiments, and the focus is on how
well STOFS can be handled by these different methods.

5.2 Track Classification from Sub-Track la-
bels

Since the ultimate goal is to label tracks, a principled
method to infer track labels from sub-track labels is re-
quired. Though more complex time series inference (HMM)
could be employed, we propose a simple and efficient polling
procedure, based on most frequent sub-track label in every
track. Experiments on track label inference using the pro-
posed simple technique yield considerable improvement in
overall classification accuracy. Manually annotated bound-
ing boxes were classified with an accuracy of 95.4% using
boosting (Table 4), while bounding boxes returned by the
ensemble tracker were classified with an accuracy of 96.6%
by a boosted classifier (Table 4).

Table 4: STOFS Accuracy - Track Classification
Method Accuracy(Tracker) Accuracy(Manual)

LDA 90.00 90.80
QDA 96.60 90.90
SVM 96.60 91.95

Boosting 96.60 95.4



Table 5: Confusion Matrix of Sparse-Spatio Tempo-
ral Features

Conf.Mat Bike PersonSkate
Bike 1 0

PersonSkate .6 .4

Table 6: STOFS vs p-STOFS - Sub-Track Classifi-
cation (ONLY BIKE VS SKATEBOARDERS)

Method STOFS Accuracy p-STOFS Accuracy
LDA 77.75 ± 1.92 79.12 ± 1.85
QDA 77.35 ± 1.55 79.70 ± 1.94
SVM 75.59 ± 2.15 79.44 ± 2.24

Boosting 77.46 ± 1.56 77.13 ± 1.91

5.3 Comparison to SSTF
Since the proposed method is a feature descriptor for ac-

tivity classification, it is tested against a state of the art
activity descriptor (SSTF) [4], using default parameters of
their implementation. Since SSTF is an unsupervised method
for activity classification, the data is modified for compara-
tive experiments (videos cropped to contain single activity
essentially reducing search space as SSTF does not use track-
ers). The bike paths in the video are cropped from the side-
walk, and SSTF is trained to distinguish ”bikepath” videos
from ”sidewalk” videos. The test is to ascertain whether
SSTF could classify a biking activity from a (walking /
skateboarding) activity. As the confusion matrices indicate,
SSTF does not provide a very good distinction, see Table
5. It must be noted that SSTF is an established method
proven to work well in activity classification. Hence, the
comparison justifies promise of the proposed method. Tests
on more generic datasets considering parameter variations
of competing methods is part of future work.

5.4 Parts-Based STOFS
It was also observed in experiments that parts-based STOFS

fared better than the STOFS feature alone. Since classifying
bikers from skateboarders is the tougher problem, we con-
centrate on this 2-way classification while comparing STOFS
with p-STOFS. For the training phase, 101 subtracks each
of bikers and skateboarders were used for training, while
137 subtracks each of bikers and skateboarders were used
for testing. Observe a gain in performance while employing
p-STOFS, in comparison to STOFS stand alone. See Tables
6 and 7.

5.5 Discussion
In both the testing phases the standard deviation is rela-

tively low for all classifiers, highlighting the robustness of the
features. Also, the single most important feature for clas-

Table 7: STOFS vs p-STOFS - Track Classification
(ONLY BIKE VS SKATEBOARDERS)

Method STOFS Accuracy p-STOFS Accuracy
LDA 86.30 ± 3.45 89.10 ± 3.21
QDA 86.64 ± 4.01 88.88 ± 3.48
SVM 86.05 ± 3.81 89.85 ± 3.11

Boosting 81.86 ± 3.75 84.83 ± 3.60

sification between bikers and skateboarders is the average
bin-wise variance of HOOF. The motion of skateboarders is
non-smooth temporally as there are minor direction fluctu-
ations. Moreover the skateboarders exercise the greater de-
gree of freedom of motion as they do not have a fixed path to
adhere to and need to avoid obstacles. Hence, this feature is
on an average higher for skateboarders compared to bikers.
The bikers have a slightly higher average intra-frame vari-
ance of HooF as they undergo more local deformations as
their legs move while biking. But, this is not as significant
as the temporal bin-wise variance feature. Factoring out the
complexity of the optical flow and tracker computations, the
testing complexity of the proposed algorithm is linear O(N)
in the number of training samples (N). The algorithm takes
about a second on a 640 by 480 frame (optical flow, fea-
ture construction, and projection onto trained classifiers) in
Matlab.

6. CONCLUSIONS
In summary, a methodology for action classification using

motion cues alone is proposed. Learning appearance cues
could yield a significant boost to classification accuracy, but
could prove difficult to generalize. The striking aspect of this
work is action recognition in a real world setting with a very
low dimensional ”motion”descriptor, without reliance on ap-
pearance features. Future work includes graphical model
based track inference, and testing the viability of pyramid
match kernels for optical flow histograms.
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