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Abstract— Tracking an object in a long video with time varying
appearance, background clutter, occlusion and varying illumina-
tion is a very challenging task. We present a novel shape-based
on-line tracker to handle all the above problems using Predictive
EigenTracker framework. Particle filter have been extensively
used in tracking. Though Particle filtering can process the data
on-line as it arrives and can adapt to rapid changing signal
characteristics, it is well known that the particle filter framework
depends highly on the dynamic model. Hence, it loses tracking
the entity if the entity deviates from the dynamical model. Our
framework uses both motion and colour cues for automatic
initialization and can be used for efficient tracking of articulated
objects in a long duration video. Complete occlusion of the
tracked entities over a few frames can be handled within this
framework. This framework can better handle colour clutter in
the background and works well for the tracking tasks where the
spatial structure exhibits slow variability. Experimental results
show the effectiveness of the proposed method for multiple person
tracking and tracking in occluded scenario.

I. INTRODUCTION

Tracking objects over the video frames finds many
applications in surveillance [13], human activity analysis
[4] and gesture recognition [6], [12]. It becomes a very
challenging task if the appearance and the dynamics of the
object varies over successive frames. It becomes important to
include elements of non-linearity and non-Gaussianity in order
to model accurately the underlying dynamics of a physical
system [1]. We use CONDENSATION Algorithm over the
constructed eigenspace as the observation for the particle filter.

The other problem with tracking algorithms is the loss of
track after sometime. It requires reinitialization after every few
frames. Hence trackers often fail to track the entity over a
long duration of time. By using a novel Importance sampling
framework [9] we are able to increase the successful tracking
time by a considerable amount. We also use parametric trans-
formation which gives a much tighter bound on the object to
be tracked.

A. Overview of the proposed model

Our framework for tracking moving objects consists of
the following steps (i) delineating the object to be tracked,
(ii) predicting best location of the entity in the next frame
by observing the eigenspace, (iii) updating the eigenspace
based on the error threshold and hence learning the change

in appearance. The eigenspace can be built either on-line
from first image or if the eigenspace is known a priori, the
initialization can be made automatic. Importance sampling
has been incorporated in the predictive framework. An impor-
tance function augments a tracker operating with one type of
measurement with information from an auxiliary measurement
source.

B. Relation to Previous Work and Contribution

Based on the conclusion of [7] we find that most existing
trackers handle events of short duration with moderate changes
in illumination, scene clutter and occlusion, but they fail
in long run. Our approach concentrates more on making
the tracker robust against the localization error accumulated
over time. There has been work on other aspects of Eigen-
Tracking such as extensions for tracking of flexible objects
[11], and incorporating the notion of shape in an eigenspace
Active Appearance Models (AAM) [3]. Particle filtering can
be incorporated with the EigenTracker framework to track
objects efficiently. Particle filtering was used by [8] in tracking
framework. Authors in [5], [14] introduced an index K for
each particle (called the branchindex) as an auxiliary variable
to improve the sample efficiency. Development of predictive
framework for EigenTracking has already been addressed [6].

We begin in Section II with basic eigen analysis and repre-
sentation. Tracker initialization and occlusion handling are also
discussed in section II. The predictive EigenTracker described
in section III, is implemented using the CONDENSATION
algorithm. Section IV describes the importance sampling
mechanism used to make the system robust against clutter.
The overall tracking scheme is described in section V. Finally
in section VI results showing various tracking scenarios are
discussed to draw conclusions in section VII.

II. EIGEN ANALYSIS

An EigenTracker [2] has an advantage over traditional
feature based tracking algorithms - the ability to track objects
that simultaneously undergo affine image motions and changes
in view [6]. The major problem with traditional optical flow-
based tracking algorithms is that it cannot distinguish between
the object’s motion and changes in its appearance. Other
template-based trackers can only track a particular view of the



object, and deviations in the appearance of the object from
the template can put these algorithms off the track. Also,
maintaining a large database for template-based matching
makes the tracker slow and tracking infeasible.

An eigenspace representation of the observations can be
used to overcome these shortcomings by combining a compact,
view-based representation of the object and a parametric image
transformation, both in a single framework. It incorporates an
affine image transformation to map the observed object view
to the canonical form. The error criteria can be modified to
minimize the effects of the outliers.The modified error norm
is known as robust error norm [2]. It is more resistant to the
adverse effects of structured background noise. We can define
the EigenTracker as an algorithm which, given initial seed
value, simultaneously gives the best estimate of the object’s
view and its motion.

A. Eigenspace Representation

An EigenTracker can successfully track moving objects,
which undergo changes in appearance as well. We learn the
eigenspace of appearances of the object to track, and pose the
problem as estimating 2-D affine transformation coefficients a
and the eigenspace reconstruction coefficients c, to minimize
a robust error function between the parametrized image I
(indexed by its pixel location x) and the reconstructed one Uc
(where U is the matrix of the most significant eigenvectors):

arg min
∀x

ρ(I(x + f(x,a))− [Uc](x), σ) (1)

where ρ(y, σ) = y2/(y2+σ2) is the robust error function, and
σ is a scale parameter. The 2-D affine transformation is given
by

f(x,a) =
[

a0

a3

]
+

[
a1 a2

a4 a5

]
x (2)

where x is the position vector of the point. A parallelogram
offers tighter fit to the object being tracked as compared to a
rectangular bounding box. This is an important consideration
for an appearance-based method, since we do not want much
background to be learnt as part of the eigenspace representa-
tion of the object.

B. Tracker Initialization and Occlusion Handling

Initializing a tracker automatically is a challenging problem
because of clutter, other moving objects, and the possibility
of misclassifying the region of interest. Our tracker performs
fully automatic initialization of tracking the the object given its
histogram a priori. The initialization method combines colour
and motion cues. For a particular application, one may use
other cues to the advantage. We augment motion cues with
colour cues[10], to segment out the moving region of interest.
Tracking an object in an occlusion scenario is very difficult.
In our experiments we use a constant velocity model for the
motion dynamics of the object. This model may not work if
the object is moving with varying velocity when it is occluded.
But in most real life scenario and when the entity is occluded
for only few frames we can safely use this model.

(a) (b)

(c) (d)

(e) (f)

Fig. 1. (a-f) Results of our approach on video frames showing tracked objects
in occluded scenario

III. PREDICTIVE EIGEN TRACKER

One of the main reasons for the inefficiency of the Eigen-
Tracking algorithm is the absence of a predictive framework.
After each frame is processed, it simply updates the eigenspace
and affine coefficients. In each case it requires a good seed
value for non-linear optimization. A predictive framework
helps in speeding up the tracking process. Sequential Monte
Carlo techniques for filtering time series [1] and their use
in the context of visual tracking [8] have been described at
length in the literature. The starting point is a standard state
space model, where a Markovian prior on the hidden states is
coupled with a conditionally independent observation process.
Denoting by xt and yt the state and the data respectively,
at time t, and fixing the order of the dynamics to one, the
sequence of filtering distributions p(xt|y0:t) to be tracked
obeys the recursion.

p(xt+1|y0:t+1) ∝ p(yt+1|xt+1)
∫
xt

p(xt+1|xt)p(xt|y0:t)dxt

with the notation x0:t =(x0, . . . , xt) and similarly for y [15].
The recursion can however be used within a sequential Monte
Carlo framework where the posterior probability p(xt|y0:t)
is approximated by a finite set xm

t ,m = 1...M of M samples,
the particles. A commonly used state dynamics model is
the first order auto-regressive (AR) process: Xt = A1Xt−1

+ Wt, where t denotes time. The particular form of the
model will depend on the application. We use a Conditional



Density Propagation (CONDENSATION) based framework
[8] for propagation of state densities across frames. We model
the measurement as: Zt = BXt + Ft where Xt is the state
vector at time t and Zt is the observation vector. A1, B are
coefficient matrices and Wt and Ft are assumed to be zero
mean, white Gaussian noise vectors. We show the results (Fig.
2) of tracking a long sequence with changing appearance in
a cluttered background, having multiple moving objects and
scenes with partial occlusion.

IV. IMPORTANCE SAMPLING MECHANISM

An Importance function augments a tracker operating with
one type of measurement with information from an auxiliary
measurement source. This additional knowledge makes the
system more robust to failures as compared to single measure-
ment systems. For Importance Sampling, one samples from
an Importance function g(X), rather than the state density
P (X). We use a new importance sampling mechanism, a
general technique for estimating the properties of a particular
distribution, while only having samples generated from a
different distribution than the region of interest. This approach
segments out the region of interest using another source of
measurement.

Our framework of using an auxiliary independent measure-
ment augments the original tracker, and enhances its reliability
by making it more robust. For example, let us consider a non-
convex shape enclosed in a bounding parallelogram. A plain
Eigentracker will have problems with changing backgrounds
in the bounding parallelogram. This is especially important
in the context of incrementally constructing the eigenspace,
on the fly. Using only texture or colour-based properties, for
example may give an improper segmentation. A combination
of the two in an importance sampling framework can result
in more reliable tracking. We use a uniformity predicate to
form a new Importance Eigenspace representing a view of the
object of interest in a frame, with the background eliminated.
We optimize the new affine image parameters a′ and the
reconstruction coefficients c′ of the Importance eigenspace to
obtain the Importance measurement.

V. OVERALL TRACKING SCHEME

For tracking the desired object,we first use our initialisation
scheme(section II-B) to delineate the object of interest in the
first frame. For all the frames sequentially obtain the image
measurement optimizing image parameters a and reconstruc-
tion coefficients c. For importance sampling we optimize a′

and c′ parameters in the importance eigenspace to compute the
importance measurement. We estimate new affine parameters
using previous output. Now, for each eigenspace, our method
checks for reconstruction error, and based on that, updates
the eigenspace. We repeat the process by predicting the affine
parameters for the next frame.

VI. RESULTS AND DISCUSSIONS

We have performed extensive experiments and analysis of
our algorithm. First, we show results on standard data, and
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Fig. 2. Caviar Sequence: The object to be tracked is very small and has same
colour as the background. There are multiple moving objects and occlusion
is also handled well.
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Fig. 3. Another similar Caviar Sequence: The object to be tracked is very
small and is scale varying with time.
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Fig. 4. Scene with moving background, occlusion and multiple moving
objects

analyze the performance of the proposed method. Next, we
show results on motion in an out door environment, includ-
ing significant occlusions, changing background and multiple
interacting people.

A. Tracking under occlusion scenario

In Fig. 1 two person cross each other resulting in complete
occlusion of one. The colour of both the entities are similar.
Constant velocity model is used to handle this scenario.

B. Tracking in large clutter

The sequences (Fig. 2 and 3) used are from the Caviar
data set . Here the tracker successfully tracks the person for a
long time. The tracker also takes into account the scale change
with time. Also the tracker handles occlusion very efficiently.

In Fig. 4 two persons cross each other. The colour of the
stem and the branches are very similar to the colour of the
face, also the leaves are moving. In the background, people
and vehicles are also in motion.The tracker loses the person
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Fig. 5. Multiple Importance Predictive Eigen Tracker

when occluded by the branch but regains track after a few
frames.

C. Multiple Predictive Tracker

We have also tried tracking multiple objects simultaneously
(Fig. 5).This can be done by developing eigenspace for each
object individually and then predicting their next position
independently. We show the results of tracking three objects
simultaneously in a cluttered background with complete occlu-
sion in few frame. This is a real life scenario where trackers
usually fail in such highly occluded scenes. Though the scene
is highly cluttered the objects are tracked successfully.

VII. CONCLUSION

The Importance Sampling based Predictive Eigen Tracker
is robust to background clutter and noise. It can also update
slowly varying appearance which makes it a promising tracker
to track long duration sequence. It can also handle slowly
varying illumination and the tracker can very efficiently handle
occlusion in few frames. Computing and matching eigenspace

is computationally very expensive and it takes time. But
the accuracy can be bit compromised for speed and hence
it can be very promising for tracking in complicated scenarios.
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