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## Markov Decision Problems

1. Banach's fixed-point theorem
2. Bellman optimality operator
3. Value iteration

## Value Iteration

- Iterative approach to compute $V^{\star}$.


## Value Iteration

- Iterative approach to compute $V^{\star}$.
- $V_{0} \xrightarrow{B^{*}} V_{1} \xrightarrow{B^{*}} V_{2} \xrightarrow{B^{*}} \ldots$.


## Value Iteration

- Iterative approach to compute $V^{\star}$.
- $V_{0} \xrightarrow{B^{*}} V_{1} \xrightarrow{B^{*}} V_{2} \xrightarrow{B^{\star}} \ldots$
$V_{0} \leftarrow$ Arbitrary, element-wise bounded, $n$-length vector.
$t \leftarrow 0$.
Repeat:
For $s \in S$ :

$$
V_{t+1}(s) \leftarrow \max _{a \in A} \sum_{s^{\prime} \in S} T\left(s, a, s^{\prime}\right)\left(R\left(s, a, s^{\prime}\right)+\gamma V_{t}\left(s^{\prime}\right)\right) .
$$

$$
t \leftarrow t+1 .
$$

Until $V_{t} \approx V_{t-1}$ (up to machine precision).

## Value Iteration

- Iterative approach to compute $V^{\star}$.
- $V_{0} \xrightarrow{B^{*}} V_{1} \xrightarrow{B^{*}} V_{2} \xrightarrow{B^{*}} \ldots$.
$V_{0} \leftarrow$ Arbitrary, element-wise bounded, $n$-length vector.
$t \leftarrow 0$.
Repeat:
For $s \in S$ :

$$
V_{t+1}(s) \leftarrow \max _{a \in A} \sum_{s^{\prime} \in S} T\left(s, a, s^{\prime}\right)\left(R\left(s, a, s^{\prime}\right)+\gamma V_{t}\left(s^{\prime}\right)\right) .
$$

$$
t \leftarrow t+1 .
$$

Until $V_{t} \approx V_{t-1}$ (up to machine precision).

- Popular; easy to implement; quick to converge in practice.
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Next class: MDP planning through linear programming.

