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Abstract— Transmission Control Protocol (TCP) is known to
suffer from performance degradation in mobile wir elesservir on-
ments. This is becausesuch ervironments are prone to packet
lossedue to high bit error rates and mobility induced disconnec-
tions. TCP interprets packet lossesasan indication of congestion
and inappr opriately invokescongestioncontrol mechanismsJead-
ing to degradedperformance.

While there are several proposalsto optimize TCP in the pres-
enceof high bit error ratesand mobility, they focusmainly on sce-
narios where the TCP senderis a fixed host. In this paper we pro-
pose ATCP, an approachwhich mitigates the of degrading effect
of host mobility on TCP performance for two-way data transfers,
i.e. scenarioswhere the TCP senderis a mobile host, in addition
to scenarioswhere the TCP senderis a fixed host.

ATCP usesnetwork layer feedbackin terms of disconnection
and connection signals,to modify the congestioncontrol mecha-
nisms of TCP, thereby achieving enhancedthr oughput in mobile
wir elessenvironments. We have compared ATCP with 3-dupacks
(3DA) [10], FreezeTCP [4] and TCP Reno, by simulations us-
ing ns-2. We show that ATCP achievesan impr ovement of up to
40% over TCP Renoin WLAN environmentsand up to 150% in
WWAN environmentsin both dir ectionsof data transfer.

Index Terms—TCP adaptation, Mobility, WirelessNetworks,
Network feedback,Network simulation, Performance study.

|. INTRODUCTION

TransmissionControl Protocol (TCP) [11] is a reliable,
connection-oriented full-duplex, transport protocol widely
usedin wired networks. TCP’s flow and congestioncontrol
mechanismsare baseduponthe assumptiorthat paclet lossis
an indication of congestion. While this assumptiorholdsin
wired networks, it doesnot hold in the caseof mobile wire-
lessnetworks. As shawn in figure 1, a typical wirelessmo-
bile network hasmobile hosts(MH) connectedo basestations
(BS) over wirelesslinks. The basestationsareinter-connected
via wired network. Otherfixed hosts(FH) may also be part
of the wired network. In such networks, paclet lossesalso
occurdueto bad wireless channel conditions andintermittent
disconnection introduced by mobility of the MH. TCP inter
pretsthesepaclet lossesas congestionand invokes the con-
gestioncontrolmechanismsyhich reducethe sending window
multiplicatively (by half), therebyreducingthe sendingrate
drastically However, bad channel conditions andintermittent
disconnections aretypically transientphenomena.Hencethe
TCP congestiorcontrol responses inappropriateandalsoun-
desirableasit decreasethe throughputresultingin anunder
utilization of the network. While severalapproachebhave been
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Fig. 1. A typicalmobilewirelessnetwork

proposedfor mitigating the effect of adwersechannelcondi-
tions[1] [3] [5] [8] [9], therearefew approache§d] [6] [10],

which tackle mobility induceddisconnection.However, most
of theseschemegocuson scenariosvherethe TCP sendetis

a FH anddo not performwell whenthe senderis a MH. Also,

someof theseapproachesre vulnerableto scalability issues
asthey requireperflow supportfrom the basestation[9], or

require modificationto TCP at the FH [3]. In this paperwe

presentATCP, an adaptatiorto TCP, which alleviatesthe de-
gradingeffect of mobility on TCP performance.ATCP is de-
signedfor improving TCP performancen two-way data trans-

fers, i.e., from MH to FH aswell asfrom FH to MH. ATCP
requiresmodificationsto TCP at the MH only, andusesfeed-
backfrom network layer aboutthe mobility statusin termsof

connection event and disconnection event signals,to modify

the TCP congestiorcontrol mechanismsppropriately ATCP
useghesesignalsto appropriatelyfreeze/continuengoingdata
transferand changeghe actiontaken at RTO (Retransmission

TimeOut) event,leadingto enhanced CPthroughput We have
comparedATCP with 3-dupackg3DA) [10], FreezeTCP [4]

and TCP Reno, by simulationsusing ns-2. We shav that
ATCP achiezesanimprovementof up to 40% over TCP Reno
in WLAN ervironmentsand up to 150%in WWAN erviron-

mentsin both directionsof datatransfer This paperis orga-
nizedasfollows: Sectionll, discussesomerelatedwork and
motivatesthe needfor our approach.Sectionlll describeour
approachATCR SectionlV presentshesimulationgesultsand
SectionV givestheconclusions.

Il. RELATED WORK

There are several approachesfor mitigating the effect
of adwerse channelconditionson TCP performance[1] [3]
[5] [8] [9]. We focus on approacheghat attemptto re-
duce the detrimentaleffect of host mobility on TCP perfor



mance[4] [6] [10]. Of these,we are primarily interested
in approacheshat require modificationsonly at the mobile
host[4] [10]. Our approachATCPfallsinto this category.

The 3-dupacksapproach(3DA) [10] requiresthe network
layer to provide information about ongoing mobility to the
TCP layer at the mobile host (MH). After disconnectiorand
upon subsequenteconnectionthe MH sendsthreeduplicate
acknavledgementgdupacks)o thefixed host(FH). Thesedu-
packscausethe TCP sendeiatthe FH to immediatelyenterthe
fast recovery phase, insteadof waiting for its retransmission
timer to expire. Thusthis approactreduceshe “idle period”
of the TCP sendeiafterthe connections re-establishedHow-
ever, the TCPsenderat FH alsoreducests slow startthreshold
(ssthresh) and congestiorwindow (cwnd) parametersvhenit
entersfastrecovery phase.This sideeffectin turn reduceghe
throughputof the connection.

The FreezeTCP approacH4] requiresthe network layer at
theMH to give anindicationof impendingdisconnectionUpon
receiptof suchan indication, FreezeTCP at the MH sendsa
zero window advertisement to the FH. Upon reconnectionjt
uses3DA [10] to restarttransmission.The main drawbackis
that FreezeTCP requiresthe network layer to predict future
disconnectionsThereis alsotheissueof how earlyshouldthis
predictionbemadeavailableto TCPattheMH. If it is available
earlierthanthe RTT of the connection,FreezeTCP’s action
may leadto degradedperformanceSincedifferentconnections
may have different RTT values,this addsto the difficulty in
accuratepredictions.

In additionto 3DA andFreezeT CP, we have alsocompared
the performancef ATCP with TCP Reno. SinceTCP Renois
quite well-known andis describedn standardext books[11],
we omit discussingt here.

I11. ATCP MECHANISM

ATCP s designedo improve TCP performancen wireless
mobile networks in the presenceof temporarydisconnections
causedby mobility. Unlike earlierwork, ATCP improvesthe
performanceotonly whenthe TCPsendeis afixedhost(FH),
but alsowhenthe TCP sendeiis amobilehost(MH). ATCPin-
volvesmadificationsto the network stackonly at the MH and
requiremnetwork layerfeedbackegardingthe statusof thecon-
nectiity.

ATCP assumeshat the network layer sendsa connection
event signalto TCP whenMH getsconnectedo the network
and a disconnection event signal whenthe MH getsdiscon-
nectedfrom the network. We believe that this is a reason-
able assumptiorsince suchinformation s typically available
with the network layer in wirelessmobile networks (for in-
stance Mobile IP [7]). ATCP usesthesesignalsto appropri-
atelyfreeze/continuengoingdatatransferandchangesheac-
tion taken at RTO (Retransmission TimeOut event), leadingto
enhanced CPthroughput.

In brief, theworking of ATCPis asfollows:

« MH to FH datatransfer:

— Upondisconnection event, if thesendingwindow is open
(casel, figure2), ATCPdoesnotwait for ACK for pack-
etssentbeforedisconnectionandcancelgheretransmis-
siontimer (RTX). If thesendingwindow is closedandit

Case 1:
Sending window is open at disconnection event.

FH

Disconnection Reconnection

RTO new

Case 2:

Sending window is closed at disconnection event.

RTO event occurred during disconnection period.
FH

!
‘ Disconnection Connection

RTO new ‘

‘ RTO old ‘

Case 3:
Sending window is closed at disconnection event.
No RTO event during disconnection period.

FH

\ \ MH

‘ Disconnection Connection

| RTO old ‘ RTO new ‘

Fig.2. ATCPbehaiour underdifferentdisconnectiorscenarios

waswaiting for ACKs, ATCP doesnot cancelRTX but
waitsfor theoccurrencef anRTO event.

— Upon connection event, if the sendingwindow is open,
ATCP sendsdataandsetsa hew RTX. SinceACKs are
cumulative,the ACK for thenew dataalsoacknavledges
the datasentbeforedisconnection.If the sendingwin-
dow is closedandRTO hasoccurred ATCPretransmits.
If RTO hasnotoccurred ATCPwaitsfor anRTO event.

— UponRTO event, ATCP checkswhethera disconnection
hasoccurred. If so (case2, figure 2), ATCP insteadof
reducingssthresh (typical TCP behavior), setsssthresh
to thevalueof cwnd atthetime of disconnectiorandsets
cwnd to one. If MH is connectedo the network (cases3,
seefigure 2), ATCP retransmitshe lost paclket without
modifying ssthresh or cwnd parameters.

Theseactions enable ATCP to quickly regain the cwnd

valueprior to disconnectionthusreducingunderutilization

of theavailablelink capacity

FH to MH datatransfer: ATCP delaysthe ACK for the

last two bytesby d milliseconds,(at most 500 millisec-

onds[12]).

— Upondisconnection event, the network connectvity sta-
tusis updated.



— Upon connection event, ATCP ACKSs the first of these

byteswith zerowindow adwertisemen{ZWA) andACKS | sendpataq)
the second byte with a full window adwertisement| if NetworkStatus == connected then
(FWA). TCP at FH will processthese ACKs asthey have | o cw™me!TePPenaiour
a higher sequence number [12] thanall previous ACKs. enﬁl;ffferthedata;
I

ZWA causesTCP senderat FH to freezeits RTX, with-
outreducingits cwnd. FWA resultsin the TCP sendeiat
FH retransmittingall unacknavledgedpackets with no
reductionin cwnd.

Theseactionpreventthe TCPatFH from takingcongestion

control measuresvhen paclets are lost dueto MH being

disconnected.

The ATCPalgorithmis presentedbelow.

Eventsand Initialization for ATCP

Events
SendData Applicationlayerdeliversdatato TCP for transmission.
DataRcvd: Datapacletreceivedfrom peerTCPlayer
AckRx: TCPhasreceved ACK from peerTCP layer.
RTO: Retransmissioffimer hasexpired.
Disconnection TCPlayerreceivesdisconnectiorsignalfrom lower layer.
Connection TCPlayerreceivesconnectiorsignalfrom lower layer.
Initializations
Network Status= connect ed
StatusRecordedi dl e
DisconnectionOccurred FALSE
RTOoccurred= FALSE
d=200ns
AckPending= FALSE
Function calls
GetStatus()
if pacletsin sendbuffer & sendingwindow is openthen
Returnsending;
endif
if sendingwindow is closed& waiting for ACKs then
Returnwaiting;
endif
Returnidle ; /* connectionisidle*/

IV. SIMULATIONS

We implementedATCR, 3DA [10] and FreezeTCP [4] in
the network simulatorns-2.1b8a[13]. TCP Renois already
implementedn this ns-2 distribution. We also modified Mo-
bilelP [7] in ns-2 for providing mobility information to the
TCP Agent. Mobility of the MH is simulatedby maintaining
avariable,NetworkStatus, in TCP Agentwhosevaluechanges

ATCP: MH to FH data transfer

Disconnection()
NetworkStatus= Disconnected;
StatusRecorded GetStatus()/* record whether sender was Idle, Sending, Waiting */
if StatusRecorded == Idle then
No action;
endif
if StatusRecorded == Sending then
Cancelthe Retransmissioffimer (RTX);
Stopsending;
Recordsequenceumberof lastsentpaclet;
endif
if StatusRecorded == Waiting then
RTOoccurred= FALSE;
DisconnectionOccurred TRUE;
endif

Connection()

NetworkStatus= Connected;

if StatusRecorded == idle then
Normal TCPbehaiour;

endif

if StatusRecorded == sending then
Resumesendingirom lastsentpaclet;
SetRTX timer;

endif

if StatusRecorded == waiting then

if RTQoccurred == TRUEFE then
Retransmitastsentpaclet;
RTOoccurred= FALSE;
else
No action;
endif
endif

RTO()
if NetworkStatus == Connected then

if DisconnectionOccurred == TRUE then
DisconnectionOccurred FALSE;
Retransmitastsentpaclet;
else
Normal TCP behaiour;
endif
else
ssthreshs max (ssthreshewnd, recever adwertisedwindow);
cwnd=1;
RTOoccurred= TRUE;
/* No changen RTO value*/
endif

AckRx()
if (new ACK) then
DisconnectionOccurred FALSE;
endif

from Connected to Disconnected or vice versa,as determined
by a disconnection timer handler. Thedisconnectioriimer can
be configuredo alternatelyconnectanddisconnecto simulate
disconnection.

The simulationscenariois shown in figure 3. An FTP ap-
plication simulateda large datatransfer with paclet size 1000
bytes,andthroughputof TCP connectionsvasmeasured For
the disconnection duration, valuesrangingfrom 50msto 4s
werechosen.Typically smallervaluesoccurin wirelessLANs
and larger valuesoccursin wirelessWANs. The disconnec-
tion frequency waschosenas 10 secondsindicatingmoderate
to high mobility. Theround trip time (RTT) waschoserasbms
for representing@wirelessLAN (WLAN) and700msfor repre-
sentingawirelessWAN (WWAN). Thelink capacity wastaken
as10Mbpsfor the5msRTT (WLAN), andas100Kbpsfor the
700msRTT (WWAN). Thecapacityof boththelinks, i.e.,from

FH to BS andfrom BS to MH weremaintainedio be equalto
avoid pacletlossesdueto buffer overflow in routers.The sim-
ulationswerecarriedout for 100sfor WLAN ervironmentand
for 1000sfor WWAN ervironment.

A. Analysis & Comparison
Obsenationsresultingfrom thesimulationareasfollows:

« MH to FH datatransfer: The 3DA and FreezeTCP ap-
proachesdo not mentionary actionsspecificto the MH
beingthe TCP senderhencewe comparedATCP only with
TCPRenoin thiscase As canbeseerfrom figures4, 5:

— ATCP showns more enhancemerin throughputascom-
paredto TCP Reno, as the disconnectioninterval in-



ATCP: FH to MH Data Transfer

DataRcvd()
/* Let Sbe the sequence number of the cumulative ACK to be sent */
if AckPending then

if PendingAckSeqNo < S then
SendACK with SeqNoS-2;
LastSentAck= S-2;
PendingAckSegNe S;
AckPending= TRUE ;
Settimerto invoke AckSend()afterd ms;

else
Sendtwo ACKs with SeqNoS;
Canceltimerto invoke AckSend();
AckPending= FALSE ;

endif

else

if LastSentAck < S then
SendACK with SeqNoS-2;
LastSentAck= S-2;
PendingAckSegNe S;
AckPending= TRUE ;
Settimerto invoke AckSend()afterd ms;
else
SendACK with sequencaumbers;
endif
endif

AckSend()

if NetworkStatus == connected then
SendACK with SeqNo= PendingAckSeqgNo;
LastSentAck= PendingAckSeqgNo;
AckPending= FALSE;

else
Return;

endif

Disconnection()
NetworkStatus= disconnected

Connection()
NetworkStatus= connected
if AckPending then
SendACK with SegNo= PendingAckSegNe 1 andAdvertisedWindow = 0;
SendACK with SeqgNo= PendingAckSegNandAdvertisedWindow = Full;
endif

creases. This increasein throughputfor ATCP is due

to thefollowing reasons:

*x TCPRenobacksoff exponentiallywhenanRTO event
occursduring the disconnection. When the MH is
reconnectedTCP Renowaits for its retransmission
timer (RTX) to expire. ATCP doesnot have this “idle
period” and shows betterperformance.Also, asthe
disconnectiorperiod increasesthe numberof RTO
eventsincreasesThisresultsin exponentiallyincreas-
ing RTX valuestherebyincreasingheidle periodfor
TCPRenobeforeit attemptgetransmission.

x At eachRTO event, TCP Renodecreaseshe slow
startthreshold(ssthresh) by half. This is undesirable
if RTO hasoccurredwhile the MH is disconnected.
ATCP doesnot exponentially decreasessthresh but
setsit equalto the congestionwindow (cwnd value
reachedat the time of disconnection.This resultsin
ATCP attaining full window capacity more quickly
thanTCP Reno.

— The enhancemenin throughputfor ATCP over TCP

c capacity c capacity
d msec delay d msec delay

| |

BS

For Simulating WLAN € = 10 Mbps
d =1 msec

For Simulating WWAN € = 100 Kbps
d = 150 msec

Fig. 3. SimulationSetup
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Renoincreasesoresignificantlyfor largeRTT connec-
tions. This is becauseonnectionswith large RTT have
correspondinglfarger valuesof RTX, therebyincreas-
ing theidle periodfor TCP Reno.

— A percentagémprovementof upto40%is obsenedfor
short RTT connectionswhile an improvementof upto
150%is obsenedfor long RTT connectionswith long
disconnectiorperiods.

« FH to MH datatransfer: Although the focusfor ATCP is
moreon MH to FH datatransfer we also studiedits per
formancefor FH to MH datatransfer We comparedATCP
with TCP Reno,3DA and FreezeTCP. As seenfrom fig-
ure6,7:
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— ATCP shaws uniform improvementin throughputover
TCPRenoand3DA.

— In WLAN environments,the performanceof ATCP is
very closeto thatof FreezeTCRP ATCP andFreezeTCP
shavedanimprovemenif upto40%over TCPRenofor
long disconnectiorintenvals. In WLAN ervironments,
the idle period after reconnectioris the primary factor
in degradingthe throughputratherthanthe reductionin
the congestionwindow (cwnd). As ATCP and Freeze
TCPbothreducethisidle period,they bothperformbet-
terthanTCP Reno.

— In WWAN ervironment, the performanceof ATCP is
very closeto FreezeTCP for small disconnectionin-
tenals. For disconnectionintervals of upto 1000ms,
both ATCP and FreezeTCP shoved upto 150% im-
provementover TCP Reno. For longerdisconnections,
ATCP shows only 50% improvementwhereasFreeze
TCP shavs 150% improvementover TCP Reno. In
WWAN ervironments,both the idle period andthe re-
ductionin cwnd play significantrole in degradingthe
throughput ATCPis ableto reducddle periodandhence
performsbetterthan TCP Reno. For small disconnec-
tion intervals whereno RTO event occurs,ATCP does
not changethe cwnd value and henceachieves almost
thesamethroughputasFreezel CP. For long disconnec-
tion intervals, ATCP cannotprevent reductionin cwnd
value and henceshows lesserthroughputthan Freeze
TCP However, FreezeTCP dependson predictingim-
pendingdisconnectiorandits throughputwas obsened
to besensitve to variationsin the predictionperiod.

V. CONCLUSION

We have proposeda new approactcalled ATCP for alleviat-
ing the degradingeffect of hostmobility on TCP performance.
ATCPrequiresmodificationto TCP only atthe MH andis op-
timized for datatransferfrom MH to FH, aswell asfrom FH
to MH. ATCP usesfeedbackrom the network layerat the MH
in termsof disconnection andconnection signalsto rapidly re-
gainthe full window afterthe MH getsreconnectedWe have
comparedATCPwith TCPReno,3DA andFreezel CPby sim-
ulationsusingns-2.
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ATCP performsbetterthan TCP Renoin both directionsof
datatransfer We have obsenedimprovementsof upto40%in
WLAN ernvironmentsandupto150%in WWAN ervironments.
The 3DA andFreezeTCP approacheslo not specificallydeal
with MH to FH datatransferandhenceATCPis comparedvith
themonly for FH to MH datatransfer Here, ATCP performs
betterthanTCPRenoand3DA andits performancés generally
comparableo thatof FreezeTCP.
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