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Abstract 
Consider a statically configured wireless network with two types of nodes present - workstations and PDAs. The workstations run FTP traffic and the PDAs run VoIP traffic. Deploying such a network requires careful design and assignment of nodes to Access Points (AP) in order to satisfy the application QoS demands. We address this AP-assignment problem in this paper.
We present an Access Control Limit (ACL) based scheme for ensuring guaranteed service to admitted VoIP calls. Our scheme uses a contention window based service differentiation mechanism (similar to EDCF in 802.11e) to prioritise VoIP calls. We present the simulation results in OPNET for a prototype implementation and analysis for throughput and delay under various configurations.
Introduction 
While 802.11 networks have been successfully deployed, planning in wireless LANs is still in its infancy. A typical campus 802.11 network of access points (APs) is deployed based on a simple site survey and subsequently tested for satisfactory performance. Additional APs are deployed as and when the network QoS metrics (throughput achieved, delay etc.) are found inadequate. 
OPNET Modeler is suitable to rapidly configure such a network and test its performance. However, such a deployment technique has the following drawbacks: firstly, the design process requires intricate knowledge of the node, link and application QoS characteristics; secondly, a simplistic association of clients to APs (either manually or using the Wizard) may lead to sub-optimal initial configurations. The designer has to then perform a significant number of simulations before arriving at a suitable deployment scenario. While the OPNET Modeler provides good support for design verification, this particular process is still a significant manual effort.

Also, while the above approach can be said to be adequate for deploying best-effort services, any application requiring QoS guarantees like voice, will suffer if their requirements are not carefully considered at the time of design. Provisioning for QoS-aware deployment in a contention-based system such as the 802.11 DCF is extremely difficult. 
The above issues can be grouped together as the AP-assignment problem. That is, finding the number of APs required for satisfying throughput and delay requirements of a given set of deployable nodes. 
In this paper we investigate the above AP assignment problem.
The main contributions are:

1. Theoretical capacity calculation for the number of possible VoIP calls in a 802.11g WLAN.
2. An 802.11e EDCF prototype implementation in OPNET to prioritise VoIP traffic.

3. Extension of the above theoretical calculations for finding out the access control limit (ACL) of an AP, i.e. the number of allowed VoIP calls in a VoIP + FTP network. 

4. Analysis of effect of access control mechanisms on VoIP and FTP for a network running both traffics.
5. A framework for a preprocessor that automatically generate such AP-node assignments.

System model and parameters 
We consider an 802.11g based WLAN. We expect a wider deployment of 802.11g WLANs vis-à-vis 802.11a because of its ability to inter-operate along with the widely prevalent 802.11b networks. Our aim is to analyse the 802.11g mechanism at its highest data rate, 54mbps. Also, instead of analysing it in its pure mode, where only 802.11g clients can exist, we would like to observe the legacy mode performance, where 802.11b clients can co-exist along with it. The 802.11 DCF mode uses a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) algorithm to mediate access to the shared medium [2]. 
	Parameters
	Value

	MAC
	34 bytes

	ACK
	14 bytes

	Bandwidth (r) 
	54 Mbps

	CWmin 
	15

	CWmax
	1023

	Slot time
	20 micro sec

	SIFS
	10 micro sec

	DIFS
	50 micro sec

	PHY
	20 micro sec


Table 1: 802.11g DCF parameters
When a client has data to send, it senses the medium for at least a DCF Inter Frame Space (DIFS) period of time. If the medium is found idle, the frame is transmitted. Otherwise, a backoff time (measured in time slots) is chosen randomly in the interval 0 - CW, where CW is the contention window, calculated as CWi = 2k+ i - 1 - 1, where i is the number of attempts made (including the current one) to transmit the frame, and k is the constant minimum contention window, CWmin. After the medium has been detected idle for at least a DIFS, the backoff timer is 
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Figure 1: DCF setup

decremented by one for each time slot the medium remains idle. When the backoff timer reaches zero, the frame is transmitted. Upon detection of a collision, a new backoff time is chosen and the backoff procedure starts over. Because the contention window is exponentially increased, the risk of further collisions is reduced. After a successful transmission, the contention window is reset to CWmin. Also, in order to avoid unconstrained increase in the backoff time, an upper bound on the contention window called CWmax is set. The 802.11g parameters are given in Table 1.
We set 802.11g to use the CTS-to-Self mechanism in order to protect it from 802.11b clients. The VoIP application scenario uses the G.711 voice codec which generates voice packets at the rate of 64 kbps. Table 2 presents the parameters associated with G.711. The throughput and delay guarantee required from the VoIP calls are as follows: the bandwidth required must be satisfied and the delay for the wireless link must be at most half of the total delay allowed. The total delay allowed for a voice call is specified by the ITU standard G.114 as 150 ms, so a delay of 75 ms is allowed for a voice call. Considering that the wireless link is the cause of the bottleneck, we consider this a suitable heuristic.
	Parameters
	Value

	Bit rate
	64 Kbps

	Framing interval
	20 ms

	Payload
	160 bytes


Table 2: G.711 (VoIP) codec parameters
The FTP parameters are given in Table 3. Note that the packet size of FTP is the same as that of Ethernet; this is in order to prevent the fragmentation of the packet and also to simulate the most likely scenario at the other end of the AP, that is, a connection to a wired network. We assume that the wireless link is the bottleneck in the end-to-end analysis for such systems. 
	Parameters
	Value

	Rate
	50 packets/sec

	Payload
	1500 bytes


Table 3: FTP parameters
Theoretical capacity calculation

We calculate the throughput by first calculating the time required to transmit one packet. Note that the packet size (p) is equal to the payload of the codec (160 bytes) plus the overhead due to RTP and IP protocols (40 bytes).
The time for actual transmission is given by calculating the following:

1. time spent waiting to acquire the channel: DIFS + average back off

2. time required for the actual transmission of the data along with its overhead (PHY, MAC and protocols)

3. time required to transmit the acknowledgement

The calculation proceeds as follows (time is in microseconds and throughput is in Mbps):

· time taken to send just the packet (without calculating ACK, PHY and backoff) is
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Where, k is some fraction of the raw available bandwidth(r).
· time taken to send ACK is
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· time taken to send a packet + ACK + PHY overhead + backoff is
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Now theoretical throughput is given as, 
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So for k = 1, that is, at 54 Mbps raw bandwidth, the throughput available for G.711 codec calls become,
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Now we calculate the number of supported VoIP calls as follows. The G.711 codec sends 100 packets/second in a duplex connection (50 in each direction). Thus the bandwidth (b) required for one duplex call is 100 * (pkt + protocol overhead) * 8 = 100 * 200 * 8 = 160000 bps. The number of possible calls is now given by floor(T/b).
Table 4, presents the throughput and call values for various backoff values. Similar capacity calculations may be found in [1, 4, 6]. 
	Backoff
	Throughput (Mbps)
	Number of VoIP Calls

	7
	7.803
	48

	15
	5.613
	35

	31
	3.595
	22


Table 4: Theoretical capacity for different backoff values

We simulate the DCF setup (Fig. 1) in OPNET to determine the appropriate backoff value to be used. DCF uses a CWmin = 31 and CWmax = 1023 as its contention window values. We found that setting the backoff value to CWmin (31) provides the required result, that is, a maximum of 22 VoIP calls are possible. 
In the next section we extend the above calculations for determining the access control limit (ACL) of an AP, that is, the number of allowed VoIP calls. We verify this using an 802.11e EDCF prototype implementation in OPNET. We also analyse the effect of access control mechanisms in a network running VoIP+FTP traffic.

The AP-assignment problem

Consider the scenario of deploying two types of nodes in the network. One type, PDA, runs VoIP calls and the other, workstations, run FTP. Since FTP is a best-effort service, its only constraint is that the throughput gets satisfied, while VoIP additionally demands that the delay constraints also be within some bounds. 

The AP-assignment problem is now stated as mapping a given set of nodes to APs such that each node’s application constraints are satisfied. That is, we want to find the number of APs required to satisfy the node demands. 
In order to implement such a system, we need to specify an ACL restriction mechanism on the VoIP calls in order to provide QoS guarantees. This provides us the number of VoIP calls associated with a particular AP. Our approach to solving the AP-assignment problem is as follows:

1. Implement a mechanism to differentiate between various traffic flows.

2. Impose an ACL mechanism on the number of priority flows supported by the AP, or in our case, voice calls.
3. Add additional flows of the best effort service (VoIP as well as FTP) to test the capacity of the system. 

We have implemented a prototype version of the 802.11e EDCF mechanism in OPNET by extending the WLAN MAC. EDCF uses two mechanisms to provide differentiation among traffic classes [3]. Each traffic class can have a different contention window hence providing higher priority to traffic having a smaller contention window value. The intuitive idea behind this being that a node with a smaller contention window is able to access the channel faster. Note that in DCF every node uses the same contention window for all classes of traffic. Also, EDCF allows different traffic classes to use different interframe spaces, called Arbitration Interframe Space (AIFS), instead of just DIFS in DCF. This allows higher priority to nodes with smaller AIFS values. The crux of the implementation is the use of separate contention window values for different traffic classes allowing us to prioritise voice. In our implementation, while only one queue per node is allowed, the contention window values at each node can be set to application specific values. We have not extended the DIFS implementation to show the use of different AIFS values. Initial experiments showed that the effect of different AIFS values had a negligible effect on the system as compared to different contention windows. The parameters used in our simulation experiments are given in Table 5.

	Application 
	CWmin
	CWmax

	VoIP (priority)
	7
	31

	FTP and VoIP w/o priority
	32
	1023




Table 5: EDCF parameters

We now extend the throughput calculation for VoIP from the previous section. Using the same backoff value (DCF - 31), we compute the throughput for various fractions of the raw available bandwidth using the equation in the previous section. We also then compute the number of calls possible. The results are presented in Table 6. We use this table to specify an ACL for the AP. For example, if k = 0.3, the number of calls is 18. 

We present now simulation experiments to validate our AP-assignment technique.

	k
	Throughput (Mbps)
	Calls

	1
	3.595
	22

	0.9
	3.564
	22

	0.8
	3.525
	22

	0.7
	3.477
	21

	0.6
	3.416
	21

	0.5
	3.333
	20

	0.4
	3.215
	20

	0.3
	3.0372
	18

	0.2
	2.734
	17

	0.1
	2.104
	13


Table 6: VoIP calls for various k ( backoff = 31).
Simulation Experiments

We conduct the following experiments to test our solution.

1. Simulate and find the maximum number of VoIP calls possible under EDCF (i.e. with k=1) and compare with DCF.

2. Extend experiment one by adding priority-less VoIP calls (calls under best effort mode) to the setup. 

3. Simulate VoIP under EDCF along with FTP and VoIP traffic under DCF.

Experiment 1, provides us the base case comparison. Ideally the number of calls of VoIP must be the same in both cases of EDCF and DCF considering that voice is the only traffic present. Simulations show that VoIP performs the same as before, that is, for k=1, 22 VoIP calls can also be made using EDCF. 
Now using the above EDCF value for maximum number of VoIP calls, we test the correctness of the ACL by adding additional VoIP under the best-effort mode. Figures 2 and 3 show the throughput and delay respectively. While the throughput is satisfied, the call fails because the delay incurred by the VoIP node working under best-effort is around 2 seconds. 


[image: image7]
Figure 2: DCF VoIP Node Throughput
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Figure 3: DCF VoIP Node Delay
The ACL mechanism is now used in the third experiment. In this, for different values of k, using the corresponding number of priority voice calls (ACL) from Table 6, we simulate the system while varying the number of VoIP calls (without priority) as well as FTP flows to study the system. Our aim is to compute the number of additional FTP and un-admitted VoIP flows for different values of k, and their effect on the ACL VoIP calls.
We performed simulations for different values of k. Table 7 provides the results for k = 0.3. The ACL limit is set as 18 admitted VoIP calls. We found that up to 4 FTP sessions can be supported along with the priority VoIP calls. When running un-admitted VoIP calls in best-effort mode along with the FTP sessions, we found that up to 3 FTP sessions and 1 VoIP call can be run together. Running any more VoIP calls results in an increase in delay. Figure 6 shows this delay for the un-admitted best-effort VoIP call. But even in this condition, the admitted VoIP calls under ACL do not show any deterioration in performance. This is shown in the VoIP delay and throughput graphs in figures 4 and 5.
Extending the work - automated AP-assignment 

The above experiments show that theoretical capacity calculations can play a significant role in easing the network design process, which otherwise would have involved extensive simulations. The experiments also show that if the assignment is 
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Figure 4: Priority VoIP Node Delay under EDCF for k = 0.3
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Figure 5: Priority VoIP node throughput under EDCF 
for k = 0.3
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Figure 6: Un-admitted VoIP Node Delay under EDCF 
for k = 0.3
	Number of end-to-end sessions
	Throughput(kilobits/sec) &  delay (sec)

	Admitted VoIP
	Ftp Session
	Un-admitted VoIP 
	Admitted VoIP
	Ftp 
	Un-admitted VoIP 

	18
	5
	-
	89.862


	494.154
	-

	
	
	
	0.02
	
	

	
	4
	-
	80.870
	569.340
	-

	
	
	
	0.014
	
	

	
	3
	2
	89.771
	471.451
	90.078

	
	
	
	0.012
	
	0.086

	
	3
	1
	89.823
	582189
	90.237

	
	
	
	0.015
	
	0.066


Table 7: Simulation results for k=0.3
not done carefully, degradation in performance occurs. The question to be asked now is whether this process can be automated so as to speed-up the network-design process. 

We have an experimental system, the topology generator (TopGen) [5], which can be extended to use Table 6 to provide an AP-assignment solution. The system uses a high-level specification of the node requirements to generate correct network topologies. The correctness criterion is defined as the satisfaction of deployed node requirements. The requirements (or metrics) are, in this case, the QoS constraints imposed on each node by its application scenario. 
TopGen acts as a pre-processor to OPNET, automatically generating the initial network topology (that is, AP-assignment). The resultant AP-assignment is then simulated in OPNET. 
TopGen previously used a static heuristic for the AP-assignment. Here we present the case for extending the same to incorporate Table 6 as input for dynamically computing the assignments.

We also present a Tuner to enable automatic tuning of the network. The tuning process is based on (i) testing the performance of the designed network by interfacing with OPNET, and (ii) suitably modifying TopGen's inputs based on the observed results, in an iterative manner. A suggested framework for implementation is given in Figure 7.
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Figure 7: Design feedback framework
Observations and conclusion
Some observations:

1. We find that even at k = 0.3 (or 3/10th of the raw bandwidth) the number of VoIP calls is still only four less than the maximum possible. This indicates that contention is the main constraint.  

2. It follows that even if only a small fraction of the available bandwidth is reserved for VoIP calls, there is no significant decrease in the number of VoIP calls supported. That is, the number of admissible VoIP calls does not decrease linearly with decrease in available bandwidth. 
3. We also note that the delay incurred by packets at the AP is far more than the delays at the individual nodes. This is due to the number of flows at the AP being equal to the number of nodes present. For example, in Table 5, the AP delay for the 3-FTP, 1-DCF-VoIP scenario is 0.02 even though the average system delay is 0.015. [6] presents a solution to alleviate this by multiplexing the downlink calls.
In conclusion, we have presented some results on designing VoIP-enabled WLANs. Towards this end we have addressed the AP-assignment problem. We implemented a prototype of the 802.11e EDCF in OPNET to prioritise VoIP traffic and simulated various scenarios. We then presented a framework for incorporating the AP-assignment technique into an automated tool. We are in the process of implementing this tool. We believe that this can be incorporated as a part of the OPNET network configuration wizard.
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