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Abstract— configuration of an application (e.g. thread pool size). For
We present a tool, PerfCenter, that takes as input the deploy- |arger organizations, a service could be composed out of
ment, configuration, message flow and workload details of the applications that are geographically separated - in sucse,c

hardware and software servers in an application hosting ceter, o
and predicts the performance of the applications. We allow dr how would the network delay affect the user response time

a hierarchical specification of the data center, where softare All _these que_stions can be an_swered by building an ap-
is deployed on machines, machines consist of hardware deg& propriate queueing model of the distributed system. Howeve
and are deployed on LANs. We also explicitly model network given the complexity of multi-tier systems, such modelsuzn
links between LANs and model the contention at those links $e built manually. Thus we need tools that can translatela hig

due to messages exchanged between servers. While tools an e - . .
methodologies for such analysis have been proposed earlieur evel specification of the distributed system into a quegein

approach allows for the most natural specification of a “data Model, and then solve it. o
center” architecture, and is best suited for aiding in desig Over the last decade, there has been significant effort

decisions regarding deployment and configuration of softm@ in creating tools and techniques for analysis of distridute
on various hardware architecture scenarios. The tool takeghis systems [3]. All of the techniques are rooted in queueing

high level input and generates the underlying queueing netark, s L
which is then solved analytically. Since we allow for synclonous theory, where the distributed system is viewed as a complex

method calls, and model contention at software as well as Systém of resources. The distributed system is mapped to a
hardware resources, the generated queueing network is sa@d gueueing network and analyzed. One of the primary challenge
using approximate methods. We validate the solution agains in such queueing network analysis has been the capturing
trﬁz“'trseé’ig:('j“\e/gl from a meas“re'g?”t teStb?d' and found that of the “|ayered” behaviour of a distributed system - i.e. the
P ues were reasonably accurate. behaviour in which the server of one queue, makes a request to
another resource on behalf of the request that it is seriinig.
resource could be a hardware device (e.g. when a Web server
The performance of online services has become one of theead joins a CPU queue), or another software server (e.g.
main quality attributes by which current Internet users ratvhen a Web server thread makes an RPC call to an application
them. A recent report by Jupiter Research [5], based on & stuggrver).
of on-line shoppers, identifies poor Web-site performaree a Several approaches have been proposed to solve such mod-
second only to cost considerations, as a reason to entirely. The significant ones include tt&ochastic Rendezvous
abandon, or not re-visit an online retailing Web-site. Thusletwork model by Woodside et al [14] and thdethod of
it is critical to offer good performance to Internet and Wehayersby Sevcik and Rolia [12]. These approaches are notable
users. for their analyticalsolutions of the models. The work in recent
Online services are typically supported by distributed agears has focussed immensely tanslation of high-level
plications, or “multi-tier” server systems. Thus, e.g., @ W specification, to the formalisms accepted by such models [10
based e-mail service is supported by at least three agplicat[6], [7], [17], assuming that a tool for the solution of the
components, the Web server, IMAP server, and the SMTRodel is available. Some amount of work has also been done
server. More complex services can be made of a large numbedeveloping more accurate (as opposed to generic) models
of such components. Such services are often hosted outobfa system, so that more detailed behaviour can be specified
a “data center” which houses the machines running thesed analyzed [8], or in developing models specific to certain
applications. Before enabling such a service, the dataecergoftware technologies [11], [16].
administrator has to make several decisions - how many host®hile existing tools and techniques have progressed con-
would be required for the service? How should the deploymesitlerably, we believe there is still room for improvement in
of software components on hosts be? What should be the ease with which some of the features of a distributed
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system can be specified. Specifically, a direct approach BﬁER WEB  AUTH  IMAP

which a “data center architecture” can be specified would|usswofd sess-id

be very convenient. In other words, we would like to spec- sta st-a

ify the hardware architecture (such as how many machines; | | vp v-§

of what type), the network architecture (how the machlnes not ok j‘ 0.1 1 not okl g2

are deployed on LANs, and perhaps separated by a WAN) ct-h L ‘ cth |

the software architecture (the message flows for various use ~~~ |~~~ ] - 0.9 L’::::i’i 0.8

cases), and the deployment and configuration details of tie | ok | I i ok |

software and hardware. To our knowledge, none of the egistin s5_ti L 8-t |

tools/methodologies allow such specification. | Iml rom
We introduce such a specification in the form of a softwarqz Lt h o ct-h ;

tool, called PerfCenter which we believe is both intuitve J-_—_——_|-____| ____ T IR S

and straightforward, and present the analytical methagolo

for derivation of various performance measures based @n thi @ (b)

specification. We validate the results of our tool with theuat

measurements, and find that the model provides reasonable ac

curacy in predicting values of important performance messu Fig. 1. Login and Read Message Scenarios
of the distributed system.

The rest of the paper is as follows: in Section Il, we present ... .0 vz 1vap sure USER WEB  aves 1aiap

a motivating example and review existing work in this area. W sess.id cess.id
describe the elements of our system model in Sectian Ill. In s-t-a s.ta
Sectior IV, we present the formal specification and anadytic F******;lgt*gk’v{é 77777777777 v-s
solution of the model. In Section V, we present validation cen |10t |  HOLOR 1 0.2
results, and illustrate the use of our tool by running vesiou T T 17 | o9 - Sy
“what-if” scenarios. We conclude the paper in Section VI. i - zk | :r ””” S’t?;?ﬂ”""jl
1. MOTIVATING EXAMPLE: A WEBMAIL SERVICE i -~ sm ‘ : dn :
Cc_l_ | |
Consider a Web-based e-mail (Webmail) service, which is T~ | S S L‘ii{_f&”””j
provided using the following software components: the Web,
the Authentication, the IMAP and the SMTP servers. A typical @ (b)
Webmail service allows the user to login, on which it disglay
a list of messages from the user’s default folder. The user Fig. 2. Send and Delete Message Scenarios

may then read, send, delete messages, and carry out a variety

of other transactions on the IMAP/SMTP servers through the

Web interface. Each arriving Web request triggers a flow of Several questions arise for this system, which depend on

messages through the software components, which intertie hardware deployment and software configuration of the

with each other to fulfill the user request. Each such typervers. E.g., for a given deployment, what would the bot-

of request or a transaction is termedise case scenaridA tleneck machine be? What would be the scenario response

visual formalism called a Message Sequence Chart (MSC) fithes? Would the machines be adequately utilized? How many

is often used to depict a use case scenario. Figures [1 attt2ads should the Web-server be configured with? What if one

depict the MSCs corresponding to the login, read, send asfdthe servers is geographically separated?

delete scenarios for the Webmail system. To answer such “what-if” questions, we would like a tool
In the login scenario, the Web server processes theat would allow input specification in a manner that would

user request and makes a call to the authentication seriernatural to a data center architect. In the following segti

(sendto_auth) while passing on the user login id and passwondle review existing tools that try to meet this need.

for authentication to it. The authentication server therifies o )

the credentialsuerify_password) and sends back the reply. W8 EXisting Methodologies and Tools

assume that the login request is rejected due to authenticat A large amount of research has been done over the last

failure with probability 0.1, whereas with probability OtBe decade to address the problem of analyzing the performdnce o

user is authenticated. If authenticated, the Web serveessssoftware systems. Here, we focus on approaches that propose

a request to the IMAP server to display the message boxafalytical solutions to the performance models.

the requesting users¢ndto_imap). The IMAP server then The Method of Layers technique [12] was among the

sends the contents of the message bbst {nessages) to early approaches, which proposed a model and an analytical

the Web server which formats it for sending it to the usesolution for capturing the “layered” behaviour of software

(changeto_html). The rest of the scenarios are similar to theystems - i.e. where one “layer” of servers uses the services

login scenario. of another layer of servers, where the lowest layer is that of



the hardware devices. All calls between layers are assumed t
be synchronous.

The Stochastic Rendezvous Network [14] is a powerful
model, which captures many interesting behaviours of a dis-
tributed system. Apart from synchronous calls to servers at
different layers, the model allows execution of a service in
phases. This allows capturing of post-processing that iedo
by a server, even after a reply is sent back to the caller. The
solution method of this model is implemented in a tool called
the LQNSolver [15]. Further attempts have mainly focussed
on mapping higher-level specification formalisms to the for
malism that LQNSolver can accept (e.g. UCM2LON [10],
UML2LQON [17]). Some extensions to the “power” of the
model have also been made (e.g. adding the capability of
modeling forks and joins [10]) in the processing of the reqjue

Another significant body of work has been done by Balsamo
et al [1], [2], [4] who have used queueing networks with finite
capacity queues to model software architectures, inctudin
those that allow synchronous calls between servers.

After the initial efforts in defining stochastic models that
could capture important behaviours, recent work has mainly
been directed towards making specification easier for a soft

1 resources CPU PS;
2 machines
SUN[2]: CPU = 1; HP[2]: CPU = 1;
3 network
lan1 lan2 trans=10MBps prop=2.3ms mtu=256B;
4 maplans
lan1 SUN[1], SUN[2], HP[1], HP[2];
5 software
WERB: threads = 80.$.a {CPU = 0.013, st.i { CPU =0.020},
st.s{CPU=0.02, ct.h {CPU=0.01Q;
AUTH: threads = 50 yp { CPU =0.010}, v.s { CPU = 0.00%;
IMAP: threads = 81m { CPU = 0.025}, r-m {CPU = 0.02¢;
SMTP: threads = 8.sn { CPU =0.014;
6 mappings
WEB SUN[1]; AUTH SUN[2]; IMAP HP[1]; SMTP HP[2];
7 Scenario Login 12.0
{ WEB_s.t.a AUTH.v_p 128 SYNC;
[0.1] {

}
[0.9] {
AUTH_v_p WEB.s.t.i 256 ;
WEB_s.t-.i IMAP |_.m 512 SYNC ;
IMAP _|_m WEB_c_t_h 2048;

} }

AUTH.v_p WEB.c_t h 128 ;

Fig. 3. Example input file for the PerfCenter tool

ware developer, so that the process of performance analy§i§r level details of the resources that constitute the inash
can be integrated into the development cycle. A detailedesur We also specify deployment and configuration details for the
is out of the scope of this paper, and the reader is insteg®fvers. The deployment is specified in terms of servers on

referred to the excellent review by Balsamo et al [3].

machines, and machines on LANs. The specification is done

While a variety of tools seem to exist for the purpose dfSing a simple text interface. Figure 3 shows an excerpt
analyzing software systems, we claim that none of these &@m the input file corresponding to the example described in
suitable for analysis from the “data center” point of viewSection'Il. We explain the components of our system model
We claim that the existing tools are ideal as tools to be usE8ing this input file as an example.

during development, when the details of deployment may notl)
be available. However, at the stage when an application is
ready to be deployed in a hosting center, the architectuttgeof
data center (machine specifications and network archictu
starts playing an important part. A data center architeatld/o
require a tool that allows him/her to run various what-if
scenarios of deployment and configuration, and see their2)
effect on the performance of the application. The formalism
we propose captures the natural “language” that data center
architects speak - in terms of number of machines of a certain
type, the “specs” of a type of machine, the “deployment” of a
software application on a certain machine, and the deplayme 3)
of the machines on various different data centers that niight
separated by long distance network linRerfCenteraccepts
specification at this level, and solves the underlying girepe
model which captures the complexity of the contention for
resources. 4)

In the next section, we present the elements of our system
model, which will clarify how our formalism is suited towaad 5)
the analysis of an application that is about to be deployed in
a data center.

IIl. THE DISTRIBUTED SYSTEM MODEL

Our system model attempts to formalize a “data center”
roughly hierarchically, as a typical architect would - thue
define machines, (software) servers, networks, and provide

Hardware DevicesAt the lowest level of the distributed
system, there are hardware devices (e.g. CPU, disks),
which are parts of machines. Each such device can be
declared, by giving each type a symbolic name which is
used later for referencing it and its corresponding service
discipline (eg. PS for CPU, FCFS for Disk).
Machines:We can define different “types” of machines,
and specify how many of each type there are in the
system. A machine is defined by the types and the
quantity of the various hardware devices (from the
declared list) that it possesses.

Network ArchitectureWe allow our system to consist
of several LANs that can be separated by point-to-point
links. For each such point-to-point link we specify the
value of transmission rate, propagation delay and the
Maximum Transmission Unit (MTU).

Machine deployment descriptiolhe machines in the
distributed system can be deployed onto different LANs.
ServersiHere, by “servers” we mean the server applica-
tions such as Web server, IMAP server, that run on the
machines. Each of the servers in the distributed system is
specified with the number of threads it possesses and its
corresponding set of “simple” tasks. A “simple” task is
defined as a continuous piece of execution, which holds
a device of its host machine, for a given amount of time.
(We will explain the concept of simple tasks further, in



Section V). that it is processing (e.g. in the Webmail example, the
6) Server deployment descriptiofhe deployment of these Web server calls thelist_message” task of the IMAP
servers to different machines is also specified. server). This can be done in two ways. The first is to
7) Use Case ScenarioShe interaction of the servers to simply “forward” the request to the next server, without
provide a variety of services is specified through a waiting for a response, thereby releasing the thread which
formalism similar to message sequence charts which was executing the request on this server. This is termed
are a part of the UML specification. Each use case as anasynchronougall. The second way is to call the
scenario consists of an ordered sequence of tasks of task of the other server, and wait for the response. In
various servers, with certain annotations. Once a thread this case, the thread which makes the chlgcks and
executes a task locally, it may make a synchronous or is held until the response is received, and is continued
asynchronous call to a task of another server (denoted by to be held until either it makes an asynchronous call, or
a SYNC/ASYNC tag). We allow probabilistic branching finishes processing and returns the response to the user
to reflect different paths that may be taken in a scenario. (request exits). When we calculate queueing delays at
We also have a notion of a message sent when a task software servers, the type of calls its tasks make is a
makes a remote call. Thus each such call is annoted with very important factor that determines how long the thread
a message size in bytes. The use case scenario itself resource is held by a request.
is given a symbolic name and its corresponding arrival « Simple vs Compound tasks: The tasks that a server
rate is specified in terms of requests per second. Thus, carries out can be of two types: simple, and compound.

currently we assume “open” arrivals to the system. Simple tasks consist purely of instructions that execute on
With the above specification, the performance measures of local devices of the machine. Compound tasks represent
interest would be: functions or methods of servers that may not only have

some local computation, but also includgnchronous
calls to other tasks. Thus, when a server thread performs
a compound task, it is held during local computation
as well as during the times that it is blocked on re-
sponses from synchronously called servers. E.g.,in the
Webmail example, the Web server executes a compound
call involving local processings(t-a,ct_h,s_ti) and

« Response times of the use case scenarios

« Utilization of the hardware resources

« System capacity (in terms of maximum aggregate request
rate that can be supported)

« Bottleneck server (hardware or software).

We derive all these measures using an analytical modeling

approach that essentially views the entire system as addyer synchronous calls to the authentication and IMAP servers.

nework of queues. The analytical methodology works by With the above clarification, we first proceed to formally

deriving two parameters: request arrival rate, and average e ) : : :
9 b d (%(press the specification given in the previous sectiom the

service time, for each of the queues in the network. Trae . . .

. erive the parameters of the underlying queueing network,
arrival rate to each of the resources of the system depends_on . .

: " : and lastly, derive the performance measures of the queueing
factors such as high-level use case scenario arrival rates,
. “network.

well as the deployment of servers on machines, and machines
on networks. The average service time of a server, in this cas Formal model of the input parameters
better termed as “holding time” of a resource is a complex |
guantity for this system: it depends on contention for reses!
that are requested while holding this resource - e.g. thditgl
time of a thread would depend on the time required for
receiving a response from a remote server, when a synchsonou
call is made. It would also depend on the workload on the
CPU on which the thread is executing - since there could
be contention for the CPU. Thus, the methodology must take,
into account delays caused by all such interactions witién t
system. In the following section, we present in detail, the
analytical solution for deriving the measures. Since it asak
several assumptions along the way, the analytical solution
approximate

Let there beD types of devicesM machines andS

servers in the system.

« A machine m is characterized by the set:

{@m1sqm2, -, qmd,---,@mp} Where ¢nq Iis the

number of typed devices present in machina. Two

different machines that are characterized by the same
set, are considered to be the satyyge of machine.

Let A = [asn] denote the server-to-machine allocation

matrix. Thusa,,, = 1 if servers is deployed on machine

m, and 0 if not. Themu, =) a,, denotes the number

of machines on which serverhas been deployed.

e Let B = [bn,] denote the machine-to-LAN allocation
matrix. Thus,b,,, = 1 if machinem is deployed on
LAN n, and O if not, with) ", b,,, = 1. Further, letg,,
denote the index of the network on which machinds
Before we present the formal model and solution of the  geployed.

queueing network underlying our system, we explain a few, | et Fonts Onmr, and MTU,,,,, denote the bit-rate, the

key concepts and definitions: propagation delay and the maximum packet size (“Max-
« Synchronous vs asynchronous calls: A software server imum Transmission Unit") respectively of the point-to-

often calls a task of another server to fulfill the request point link between the two LAN% andn’.

IV. THE ANALYTICAL SOLUTION



o Each servers is characterized by aimple task set:

{E%,E5,E5,...,E; }. We also specify the number of
threadscs that the server can have.

Associated with each simple tadk?, is the execution
time that it requires on each devide denoted byr; ; 4
There areF’ use case scenarios in the system. The arrival
rate of scenarig is denoted by\/. A use case scenario,

f, is specified as a tree denotedtds where each node
corresponds to simpletask and can be denoted t{y An

arc from one node (task) to the next node (task) signifies
that the first task has called the next task. Each such arc is
annotated with the attributes: the probability of the call,
whether the call is synchronous or asynchronous, and the
size of the message transfered as a result of the call. Let
G(t/, 1) denote the probability that in scenarfo tree
nodet;, representing taske?, will call a tree nodetf
representing tale;,. wheretf is an immediate parent
node oftj N7 is the total number of nodes in a tree for
scenariof. The root of the tree is the first simple task of
the scenario.

Let s ; « + denote the average size of the message sent
from task E§ to E in a scenario (thus, we assume that
for a given sequence of one task calling another task, the
average message size remains the same).

The above structures and parameters formitipeit to our
analytical model.

B. Deriving the Parameters of the Queueing Network

Based on the above input, some intermediate values neeg

to be calculated, for deriving the performance measures of
the system. Briefly, these values are the arrival rates amd th
average holding times that characterize the queueing model
corresponding to the soft and hard resources of the system.
Before deriving these quantitative parameters, the topl ca
ries out the important step of identifying tltempoundasks
of a server. Recall that the tool user, in the specificatioty o
provides details of the simple tasks of a server. The comaplet
task set of a server is revealed only by inspecting the use cas
scenarios (algorithm given in [13]). Note that a simple task

a special case of a compound task, and thus, henceforth we

refer to the compound tasks as simply “tasks”.
Let the complete task set for the serveibe denoted by

= {17,135,

T¢, }, where Cs is the total number

of tasks in the task set of server Each task7; in 7°
corresponds to an execution sequence of steps, which heg eit
local computations (simple tasks) or synchronous calls. We

represent this a8} =

, X7

X1, X0 Xi 5. X7 gy oo+ X o Where

Q7is the total number of steps in the compound tﬁ%kn Ts.

S
X3,

is either a simple taslk; of servers or a synchronous

call to a taski’ of another serves’, denoted byS(T} ). We
assume that every task consists of a simple task as its éfst st
possibly followed by an alternate sequence of synchronous
calls and simple tasks.

Once the task set for each server is built, we can proceed
to derive the parameters of the various queueing models:

« Task arrival rates:The task arrival rates to simple tasks,

denoted byAEg are calculated based on the use case
scenarios and their arrival rates.

Using preorder tree traversal algorithm, we can calculate
the total arrival rate to any simple task in a scenario by
visiting each tree node. In a tree, ncxjterepresents task
E; and there can be many such nodést/ t/ .. tfl
which also represent tadk® in the tree for anyj,, < N/.
Arrival rate to a particular nodef which represents task

E}is )\tf = tf G(tf tf) Wheretf is the immediate par-

ent node ot/. If ] is the root node then,, =\'. Hence
the total arrlval rate to any task; in a scenanof is
thenzj 14— )\f Since we assume that if the server
is deployed on multlple machines, the load is equally
distributed among all the servers, the total effective task
arrival rate will beAg: = Zf 1 Zj Ll = A S/ as.
Assuming no probabilistic branchlng in scenarlos the
arrival rate at a compound taskr: is equal to the arrival
rate of the first simple task in its execution sequence.

Thus, ifT = Xfl,Xf2,X53,Xf4 s X where
X7, = E} then Aps = Axs, = A This can be

easily generallzed to the casé where there is probabilistic
branching.

The total arrival rate to a server on a machinen is
then given by

1)

Thread holding times for each tasket the holding time
of task7;?, at machinen, be denoted by},
Then,

Q3
= Rn(X; 2)
j=1
whereR,,, (X

;) s either the response time at the devices

of a simple task or of a synchronous call. Xf7; is a
simple taskE?,
D
=" Roa(E}) (3)
d=1

whereR,,q(E7) is the response time of tadk’ at device

d on machinen. If X7, is a synchronous call, say to task
Ts , then letX;, 4 be a S|mple taskz?, and letE} be
the first S|mple task off’s. Then the message size for
this call isl; + s+, and the reply is of sizé& ./ s +. Then
Rn(X};) is given by

Do st (D 0 (L t,50,10) + R (T

Qg

) + Dmesg(l vt sit)]

(4)

if brng,,bmp,,, =0, and by

Zm/ aslm/R

Qg

m’ (Tis;/)

(5)



otherwise.
whereR,,, (T} ) is the average response time of flig*"
task of (s")!" server on maching:’, and D9 (Lsi,s0.00)

and D:Z?;Z(lslytl_’syt) are the delays for transferring the

message corresponding to the request and the response,

respectively.
Average thread holding timéfhe average thread holding
time of servers at machinen, denoted by:?, is given by
the weighted average of holding times of the individual
tasks:
he Zf;l )‘Tf h:,m
" chz1 )‘Tf

Arrival rate to devices:The total arrival rate of simple
tasks to a device of a machines is the sum of all the
requests coming from all the tasks of all the servers
deployed on that machine

(6)

S ns

)\m,d = Z Z asml(Ts,t,d > O)AEtS

s=1t=1

(7)

where1(75+4 > 0) is 1 if the E} uses devicel and 0
otherwise.

Average device holding timeglthough device holding
times are given directly as an input, taeerageholding
time of a device must be calculated, for characterizing
the device-level queue. This average will depend on

The arrival rate of packets on the liffka, m’), A IS
given by:

2 2 2 § call link
asma’ﬁ"m’)‘s,t,s’,t’ns,t,s/,t’,m,m/
s t t’

s/

(13)

and the overall average packet sizg,,, is given by:

pack call link
Zs Zt Zs’ Zt’ asmas'm’ls.,t,s’-,t’,m.,m’)‘s.,t,s’,t’ns,t,s’,t’,m,m’

)\m,m/

(14)
Thus, the link utilization p,, .. is given by
Amm/m,m? [Tm,m: Where Ly, o /rm me 1S the average
packet transmission time.
Given the average packet size, link rate and packet arrival
rate, the link can be approximated as a simjpl¢)M /1
queue, whose waiting time can be calculated. Let this
waiting time be denoted bi#/,,,..,,,,. The packet transfer
delay of a packet of a particular siZeis then simply
given bme,m’ = Wm,m’ + Z/Tm,m’ + 6m,m’
We approximate thenessagealelay for a message of size
L:
Dy (L)
= Wm,m’ + 6m,m’+
L

T'm,m’

the relative arrival rates at which requests from varios. Performance measures
simple tasks with different holding times arrive to the The above analysis resulted in derivation of arrival rates a

devices.

average holding times for all the queues in the model. Now,

Hence the average holding time of a devicen machine the performance measures of the system can be derived as

m is given by

S ng A ®
Zs:l t=1 Asm EtSTs,t,d

)\m,d

Tm,d =

(8)

Arrival rates to links:Let \$%, |, be the rate at which

a call is made ta&3 from E. Then

SIDIEDS

Fi=1tf=E; j=1t/=Ey

Iyf
pcatl )\tif G(ﬁi ’tj)

s,t,s't T

(9)

Qs .

If X;%} denotes the total rate at which a sersesends
messages to a servef, then

~all
Ny = E E Ast,s/ ¢/
t t/

The average number of packets generated betweand
m/, by the call fromE? to Ej is .

(10)

link

ls,t,s’,t/
s,t,s’ t' m,m’ )

—_— 11
MTUg,, s, (11)

n = ceiling(

The corresponding average packet size is given by

lpack _ ls,t,s’,t/

s,t,s’ t'mm’ — nlink (12)
s,t,s’ t' ,m,m/’

follows:

Device throughputSince we consider lossless queueing
systems, device throughpud\,,  is simply A, q, if
AmdTm,d < Gmd @ndgmq/Tm,q Otherwise.

« Device utilization:The device utilization for a devicé

at machinem is given by

)\m m
prma = “redlmd (15)
qm,d
Device response timeFhese are given by:
Rina(E;) = Wi + Ts b (16)

where W,,; can be calculated by approximating the
device as a simplé//M /c queue, withy,,q Serversi,, q
arrival rate, andr,, 4 service time.

« Server throughput:Again, since we consider lossless

gueueing systems, server throughput is simply =
> Ars, if A3 RS, /es < 1 ande, /Ry, otherwise.

Server utilizations: The utilization of a servers on
machinem (denoted byp?,) is given by

_ Anhin

Cs

S

Prm, (17)

Task response time§he task response times are given

by

B (T7) = B3+ Wins (18)



where W,,, s can also be calculated by approximating s00 Analytioal ——
the software server as a simplé/M/c queue, withc, Measurement =3
“servers”, \?, arrival rate, andh;, service time.

« Scenario response timedfithout loss of generality, let us
consider scenarios without probabilistic branching. The
scenario can then be defined by a sequence of tasks. The
scenario response tim&7, then, is given by the sum of
response times of all the tasks in the scenario. However,
the response times of tasks that are called synchronously
are not included in this sum, as they are already accounted

400 ~

300 ~

200

100

Average scenario response time in ms

for in the holding times of the calling tasks. 0 5 10 15 20
The average scenario response time is the weighted sum Arival rate in requests per second
of response times of all the scenarios. and is given byFig. 4. Average scenario response time: comparison of medaheasured
' values.
M RS
avg __
R = N (29) 100 ‘ -
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. . . . uthn-
Equations/ 2 td 18 can be solved iteratively till the go | Auth CPU Mesurement

corresponding values of thread holding times in the suc- 70t Iméﬂ%ﬁiﬁeﬁ%ﬁ%ﬁ% Q-
cessive iterations converge, in order to yield the desired Smtp CPU Mesurement -
performance measures. The iteration starts with the iinitia

values of waiting times set to zero. Thu&,, ', Wi, 4

and W, s should be set to 0.

60

50

40

Utilization in percentage

30

20

V. RESULTS
10 + s —_
While there is a lot of work on models of distributed o g:;,;m»rlm""““‘“f' ‘ ‘
systems, very few report on their practical usability, vihic 0 5 10 15 20 25

Arrival rate in requests per second

would depend greatly on the accuracy of the predictions of _ . ,
CPU utilization: comparison of model vs. measureddies

the model. We chose, therefore, to validate our model, with F19.

measureddata. A testbed emulating the Webmail application

as described in Sectidn Il was built, and experiments were

carried out on it. The four different servers - Web, AuthentAnd configuration decisions by the data center architeat. Fo

cation (Auth), IMAP and SMTP; were hosted on four differer@X@mple, it is clear from the utilizations that the machines

machines. hosting SMTP and Auth server are under-utilized, whereas
The Web server is an Apache server executing PHP scrit§ machine hosting the Web-server is over-utilizeahgo at

to emulate synchronous calls to the Auth, IMAP and SMTR2 requests/second). Thus, we could deploy the Web-server
servers. The backend servers were written in C++. on two machines, while allocate only one machine to Auth

Multiple experiments were conducted on this distributednd SMTP. Figure 6 shows the utilizations of the Web, AUTH
test-bed. For load generatiohftperf [9] was used, while and SMTP (both mapped to one machine) CPU’s under this
server performance measures were obtained through LirRg€nario as predicted WerfCenter As we can see, the CPU
utilities such as sar, ps, etc. The service times of the tadkdlizations are now balanced better, with the Web serveld CP
in seconds were as specified in the input file of Figure 3. TI#50% and the Auth and SMTP CPU ag%, at22 regs/sec.

mix of the request was as follows: one read and send requedtinally, we evaluate a scenario where the resource demands
each is issued for every two logins. of simple tasks_t_a andv_s have been changed frobdms to

The measurements were carried out up to the point &Eims and5ms to 55ms respectively. We still wish to support
which one of the servers bottlenecked. The values obtaimred & maximum load of22 reqg/sec. Here, we use PerfCenter to
response time and CPU utilization were then matched agaidstermine the optimal number of threads required to support
the results obtained froerfCenter this request rate. Too few threads may result in lesser dgpac

Figures[4 and 5 compare the measured and model pttegan required, and under-utilization of hardware resajrce
dicted values of average scenario response times and ORklle too many threads are undesirable, since this implies
utilizations, respectively, for the system specified inF&@3, system overheads. Thus, we evaluate the system with a garyin
for varying load. The predicted CPU utilizations are highlthread configuration for the Web server. Figlre 7 shows the
accurate, while the the predicted scenario response timges ghange in Web CPU as well as the (software) server utilinatio
also within reasonable accuracy up to the point where the Wefih increasing number of threads for the server. We can
server CPU reaches 80% utilization. see that as number of available threads increase, the CPU

This indicates that the model predictions are fairly religtilization and system throughput increases initiallytekfa
able and can be used for making a number of deploymeagrtain point, however (aftet9 threads), there is no benefit



%5 Web server CPU —+— | ‘ acceptable by the tool. Furthermore, the tool needs to be
SOT AU SMTP senver CPU ¢ 1 validated on industrial-scale server appliations.
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