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Abstrat
IEEE 802.16 WirelessMAN standard spei�es air interfae of a �xed point-to-multipointBroadband Wireless Aess. IEEE 802.16 MAC provides extensive bandwidth alloa-tion and QoS mehanisms for various types of appliations. However, details of paketsheduling mehanisms for both downlink and uplink diretion are left unspei�ed in thestandard. We propose an eÆient QoS sheduling arhiteture for IEEE 802.16 Wireless-MANs. Our main design goals are to provide delay and bandwidth guarantees for variouskinds of appliations and to maintain fairness among various ows while still ahievinghigh bandwidth utilization. We have implemented IEEE 802.16 MAC integrated with ourarhiteture in Qualnet 3.6. We also present the simulation analysis of our arhiteture.
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Chapter 1
Introdution

1.1 Broadband Wireless AessThe rapid growth in demand for high-speed Internet aess for residential and businessustomers has reated a demand for \last-mile" broadband aess. However, providing\last-mile" broadband aess with �ber or oax able an be very expensive, espeially indeveloping ountries. A heaper solution is Broadband Wireless Aess (BWA). Broad-band is a transmission faility where bandwidth is wide enough to arry multiple voie,video or data hannels simultaneously. BWA is apable of providing high speed networkaess to a broad geographi area with rapid exible deployment at low ost. Otheradvantages of BWA are high salability, lower maintenane and upgrade osts.The IEEE 802.16 standard was developed to produe high performane BWA systems.The standard spei�es a WirelessMAN air interfae for �xed point to multi-point BWAsystems [1℄. A Wireless MAN onsists of at least one radio Base Station (BS) and oneor more Subsriber Stations (SS) with a �xed point-to-multipoint topology as shown in�gure 2.1. It standardizes a ommon MAC protool that works with various physial layerspei�ations. It has been designed to address systems operating in 10-66 GHz frequenyrange. BS is the entral entity and oordinates transmission in both the diretions.1.2 Need for a QoS Sheduling Arhiteture for IEEE802.16With a tremendous inrease in data servies and real-time appliations over wireless net-works, IEEE 802.16 has been designed to support QoS for both ontinuous and bursty



2 Chapter 1. IntrodutiontraÆ. In both downlink and uplink diretions, pakets traversing the MAC layer inter-fae are assoiated with a servie ow. A unique set of QoS parameters suh as delay,bandwidth et are assoiated with eah MAC level servie ow. In order to better supportQoS in uplink diretion, standard spei�es uplink sheduling servies for heterogeneouslasses of traÆ and bandwidth request-grant mehanisms. Eah uplink ow is alloatedbandwidth for transmission depending on the amount of bandwidth requested and itssheduling servie type. However, IEEE 802.16 standard does not suggest paket shedul-ing mehanisms for downlink and uplink ows so as to provide required QoS to variousappliations. Sheduling details are left as the responsibility of implementers.Therefore, sheduling mehanisms are required for both downlink and uplink ows.In the downlink diretion, sheduling is relatively simple beause BS knows the exatstatus of its queues and their QoS requirements, hene, an existing sheduling mehanismwill suÆe. However, uplink sheduling is more omplex as it needs to be in aordanewith uplink QoS provisions provided by IEEE 802.16. A single sheduling mehanism forthe entire system will not work sine uplink sheduling involves both SS and BS. Theyneed to oordinate with eah other for uplink bandwidth alloation through request-grantprotool. While downlink sheduling requires only one sheduler at BS, uplink shedulingrequires two omponents, one at the BS and one at the SS. The omponent at BS alloatesbandwidth to SSs and the one at SS shedules uplink pakets in the granted slot. Hene,an eÆient QoS sheduling arhiteture for the omplete system is required to maintainQoS and fairness for di�erent types of downlink and uplink ows.1.3 Problem StatementIEEE 802.16 has been developed keeping in view the stringent QoS requirements of variousappliations. However, it does not suggest how to eÆiently shedule pakets from variouslasses to meet their diverse QoS requirements. Therefore, an eÆient QoS shedulingarhiteture for IEEE 802.16 is required in order to provide QoS guarantees to variousappliations.We propose an eÆient QoS sheduling arhiteture for IEEE 802.16 Wireless MANswith a �xed point-to-multipoint topology. Our main design objetives are to provide delayand bandwidth guarantees to QoS sensitive appliations and maintain fairness amongvarious ows while still ahieving high bandwidth utilization.



1.4. Contributions of this Projet 31.4 Contributions of this ProjetThe signi�ant ontributions of this work are:� An eÆient QoS sheduling arhiteture for IEEE 802.16 WirelessMANs.� Implementation of IEEE 802.16 MAC along with our proposed QoS shedulingarhiteture in Qualnet 3.6.� Simulation analysis of our proposed arhiteture to show the e�etiveness of ourarhiteture in providing QoS guarantees to various real-time appliations.1.5 Dissertation OutlineAs a starting point we did extensive study of IEEE 802.16 standard whih we brieydesribe in hapter 2. We present a brief overview of our proposed QoS sheduling ar-hiteture in hapter 3. In that hapter we disuss our main design goals, various designdeisions and the rationale behind them. Chapter 4 provides a detailed desription ofvarious omponents of our arhiteture. In order to perform the simulation analysis, thearhiteture has to be integrated with IEEE 802.16 MAC implementation. We hoseQualnet 3.6 for this purpose whih is a well known network simulator. However, IEEE802.16 MAC path is not available for Qualnet 3.6. In hapter 5, we disuss the imple-mentation of IEEE 802.16 MAC and our arhiteture in Qualnet 3.6. In hapter 6 wepresent simulation results in whih we show that our arhiteture meets the QoS guar-antees of various kinds of appliations and ahieves high bandwidth utilization. Chapter7 deals with the survey of some of the work done in 802.16 domain. We �nally onludethe report by pointing out the ways in whih our work ould be extended.





Chapter 2
IEEE 802.16 - Wireless MANStandardIEEE standard 802.16 de�nes WirelessMAN air interfae for �xed point-to-multipointBWA systems that are apable of providing multiple servies [1℄. The standard givesspei�ation for medium aess ontrol layer and physial layer of the OSI referenemodel. The standard urrently addresses 10-66 GHz frequeny range. This hapterdesribes IEEE 802.16 standard in brief.

2.1 ArhitetureA shemati wireless metropolitan area network is shown in �gure 2.1. It onsists of aentral radio BS and a number of SSs. The BS is onneted to publi networks and anhandle multiple setors simultaneously. The SS inludes buildings like small oÆe, homeoÆe, multi-tenant ustomers and small-medium enterprise. The 802.16 WirelessMANprovides network aess to buildings through exterior antennas ommuniating with theBS. Eah SS onsist of a number of users. Both BS and SS are �xed(stationary) whereasusers inside a building may be �xed or mobile. Currently 802.16 WirelessMAN spei�estehnology for bringing network to a building only, users inside a building an onnet toeah other using any onventional in-building network.The 802.16 protool stak is illustrated in �gure 2.2 [2℄. The physial layer onsistsof two sublayers, one of whih is physial medium dependent and deals with the atualtransmission. The other sublayer above it is Transmission Convergene (TC) sublayer tohide the di�erent transmission tehnologies from the medium aess ontrol layer.
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Figure 2.1: Wireless Metropolitan Area Network.
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2.2. Physial Layer Details 7The next layer of the stak is medium aess ontrol layer whih onsists of threesublayers as follows.1. The bottom one is Privay Sublayer whih deals with privay and seurity. Seurityis a major issue for publi outdoor networks. This sublayer provides authentiationfor network aess and onnetion establishment to avoid theft of servie. It alsoprovides enryption, deryption and key exhange for data privay.2. Next sublayer is the MAC Common Part Sublayer (CPS). The 802.16 MAC is on-netion oriented. It is designed to make eÆient use of spetrum. It supportshundreds of users per hannel and provides high bandwidth to the users. It aom-modates both ontinuous and bursty traÆ in order to support variety of serviessuh as onstant bit rate, real-time variable bit rate and so on.3. The servie spei� Convergene Sublayer (CS) provides interfae to the networklayer above the MAC layer. Its funtion is to map transport layer spei� traÆto 802.16 MAC whih is exible enough to arry any type of traÆ. The 802.16standard spei�es two servie spei� CSs. The ATM CS is de�ned for mappingATM servies and the Paket CS is de�ned for mapping paket servies to and from802.16 MAC onnetions. It also preserves or enables QoS, and enable bandwidthalloation.2.2 Physial Layer DetailsIEEE 802.16 standard spei�es one physial layer spei�ation whih operates in 10-66GHz frequeny bands. Waves in this spetrum are short in length, due to whih, line-of-sight propagation is neessary. Also millimeter waves in this frequeny range travel instraight line, as a result of whih the BS an have multiple antennas, eah pointing ata di�erent setor. This is shown in �gure 2.3 [2℄. Eah setor has its own users and isindependent of the adjoining ones. Due to sharp deline in signal strength of millimeterwaves with distane from the BS, signal to noise ratio also drops very fast. For this reason,802.16 uses three di�erent modulation shemes with Forward Error Corretion (FEC) tomake the hannel look better than it really is. The 802.16 PHY supports adaptive burstpro�ling in whih transmission parameters, inluding the modulation and oding shemes,
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Figure 2.3: The 802.16 Transmission Environment.may be adjusted individually to eah SS on a frame-by-frame basis. It supports hannelsas wide as 28 MHz with data rates upto 134 Mbps [3℄. Channels are additionally separatedin time via a frame i.e. eah 28 MHz arrier is subdivided into frames that are repeatedontinuously. Duration of eah frame an be 0.5 ms, 1 ms or 2 ms. A frame is againsubdivided in time via physial slots. Number of physial slots n in a frame is a funtionof symbol rate and frame duration i.e. n = (SymbolRate � FrameDuration)=4. Eahframe is also divided into two logial hannels, downlink hannel and uplink hannel.There is a downlink subframe orresponding to downlink hannel and uplink subframeorresponding to uplink hannel.The downlink hannel is a broadast hannel. It is used by BS for transmitting down-link data and ontrol information to various SSs. The BS is ompletely in ontrol for thedownlink diretion. It maps the downstream traÆ onto time slots and transmits a TDMsignal, with individual SS alloated time slot serially. Eah SS reeives all portions ofthe downlink exept for those bursts whose burst pro�le is either not implemented by theSS or is less robust than the SSs urrent operational downlink burst pro�le. Half-duplexSSs do not attempt to listen to portions of the downlink oinident with their alloateduplink transmission.The uplink hannel is time-shared among all SSs. The BS is responsible for grantingbandwidth to individual SSs in the uplink diretion through Demand Assigned Multiple
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Frame j−1 Frame j+1

Downlink Subframe Uplink Subframe

Adaptive

Frame j

Figure 2.4: The 802.16 TDD Frame Struture.Aess TDMA (DAMA-TDMA). One key feature of 802.16 is that BS �rst alloatesbandwidth to eah SS to enable them to send requests for bandwidth needed to transmituplink data. BS then assigns a variable number of physial slots to eah SS for uplinkdata transmissions aording to their bandwidth demand. This information is sent to allSSs through uplink ontrol message.2.2.1 Duplexing TehniquesThe IEEE 802.16 supports both Time Division Duplexing (TDD) and Frequeny DivisionDuplexing (FDD) for alloating bandwidth on uplink and downlink hannel [1℄.� In TDD, uplink and downlink hannels may share the same frequeny hannel but donot transmit simultaneously. Eah TDD frame has one downlink subframe followedby an uplink subframe as shown in �gure 2.4. Physial slots alloated to eahsubframe may vary dynamially aording to bandwidth need in eah diretion.Between two subframes a slot is used as a guard time to allow stations to swithdiretion.� In FDD, uplink and downlink hannels operate on separate frequenies. Downlinktransmissions our onurrently with uplink transmissions. Therefore, durationof a subframe (downlink or uplink) is same as the frame duration. On downlink,both full-duplex and half-duplex SSs are supported simultaneously. The FDD framestruture is shown in �gure 2.5.
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Half−Duplex SS # 2Figure 2.5: The 802.16 FDD Frame Struture.2.3 Downlink SubframeThe downlink subframe is as shown in �gure 2.6. A downlink subframe starts with apreamble used by the physial layer for synhronization. This is followed by the frameontrol setion whih ontains Downlink Map (DL-MAP) for the urrent downlink frameand one Uplink Map (UL-MAP) for uplink hannel for a spei�ed time in the future.It may ontain Downlink Channel Desriptor (DCD) and Uplink Channel Desriptor(UCD) messages. DCD and UCD messages de�ne the harateristis of downlink anduplink physial hannel respetively. DL-MAP message spei�es frame duration, framenumber, downlink hannel ID and time when physial layer transitions (modulation andFEC hanges) our within the downlink subframe. UL-MAP message spei�es uplinkhannel ID, the start time of uplink subframe relative to the start of the frame andbandwidth grants to spei� SSs. Uplink bandwidth is alloated to various SSs in termsof mini-slots where eah mini-slot is equal to 2m physial slots (m ranges from 0 through7). Alloation of mini-slots to various SSs for uplink transmission is stated in UL-MAP.The ontrol setion is followed by a TDM portion whih arries data, organized intobursts with di�erent burst pro�les. Data is transmitted to eah SS using a negotiatedburst pro�le in the order of dereasing robustness to allow SSs to reeive their data beforebeing presented with a burst pro�le that ould ause them to lose synhronization with thedownlink. Eah SS reeives and deodes the downlink ontrol information and looks forMAC headers indiating data for that SS in the remainder of the downlink subframe. InFDD systems, the TDM portion may be followed by a TDMA segment to better supporthalf-duplex SSs. Many half-duplex SSs may need to transmit earlier in the frame than
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Figure 2.6: The 802.16 Downlink Subframe Struture.they reeive and lose synhronization due to their half-duplex nature. TDMA segmentontains an extra preamble at the start of eah new burst pro�le that allow them to regainsynhronization. A TDD downlink subframe is same as FDD downlink subframe withouta TDMA segment.2.4 Uplink SubframeThe uplink subframe is as shown in �gure 2.7. It onsists of three lasses of bursts whihare transmitted by the SS [1℄. They are:� Bursts that are transmitted in ontention slots reserved for initial ranging.� Bursts that are transmitted in ontention or uniast slots reserved for requestingbandwidth.� Bursts that are transmitted in uniast slots spei�ally alloated to individual SSsfor transmitting uplink data.Any of these burst lasses may be present in any uplink subframe. They an our inany order and any quantity limited by number of time slots alloated for uplink trans-mission by the BS. The SSs transmit in their spei�ed alloation using the burst pro�legiven in UL-MAP entry. SS Transition Gaps separate the transmissions of the variousSSs during the uplink subframe, followed by a preamble allowing the BS to synhronizeto the new SS.
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Figure 2.7: The 802.16 Uplink Subframe Struture.2.5 MAC Common Part Sublayer DetailsThe 802.16 MAC CPS spei�es the mehanism to eÆiently aess the shared mediumi.e. the spae through whih radio waves propagate. On the downlink, the BS is theonly entral entity transmitting to the SSs. As a result, it does not need to oordinatewith other stations. The BS has a setorized antenna whih is apable of transmitting tomultiple setors simultaneously. All SSs in a given frequeny hannel and setor reeivethe same transmission. Messages sent by the BS may be uniast to a partiular SS,multiast to a group of SSs or broadast to all SSs. SSs share the uplink hannel inDAMA-TDMA fashion.The IEEE 802.16 MAC is onnetion-oriented [1℄. It maps both onnetion-orientedand onnetion-less servies to a onnetion. Connetion is a mehanism for requestingbandwidth, assoiating QoS and traÆ parameters, and for various other ations relatedto data ommuniation. A onnetion is identi�ed by a 16-bit Connetion Identi�er (CID).Eah SS has a standard 48-bit MAC address whih uniquely identi�es the SS and is usedfor registering and authentiating it. For all future operations CID is used as a primaryaddress. On entry to the network, the SS is assigned three management onnetions ineah diretion as follows:1. The �rst one is Basi onnetion used for the transfer of short time ritial MACmessages suh as ranging et.2. The Primary onnetion is used for the transfer of longer, delay tolerant messages,



2.5. MAC Common Part Sublayer Details 13suh as authentiation and onnetion setup.3. The Seondary onnetion is used for the transfer of standards-based managementmessages suh as Dynami Host Con�guration Protool (DHCP), Trivial File Trans-fer Protool (TFTP).SSs are also alloated unidiretional transport onnetions for their ontrated servieows. Servie ow de�nes the QoS parameters for the onnetion. Connetions are alsoreserved for ontention-based initial aess, broadast transmissions in the downlink andbroadast and multiast polling of the SSs bandwidth needs.2.5.1 MAC Protool Data Unit FormatsThe MAC Protool Data Unit (PDU) is the data unit exhanged between the MAC layersof the BS and its SSs [3℄. The CS reeives external network Servie Data Units (SDUs)through CS Servie Aess Point (SAP) and assoiates them to the proper MAC servieow and CID. MAC CPS reeives this data from the CS and enloses it in the MAC PDUto send it to its reipient. It onsists of a �xed length header, a variable-length payloadand an optional Cyle Redundany Chek (CRC). Header an be of two types: the generiheader and the bandwidth request header. The MAC PDU with generi header ontainsMAC management message or CS data in payload �eld while bandwidth request header,used to request bandwidth for the onnetion, ontains no payload.MAC PDU may ontain various types of subheaders as follows.1. Grant Management Subheader : It is used by an SS to request for bandwidth to theBS.2. Paking Subheader : Two or more SDUs may be paked into a single PDU whih isindiated by paking subheader.3. Fragmentation Subheader : A SDU may be fragmented into two or more SDUs. Thefragmentation subheader is used to indiate the presene and orientation of SDUfragments in payload.Fragmentation is the proess in whih a MAC SDU is divided into two or more MACSDUs. Paking is the proess in whih two or more MAC SDUs are paked into a single



14 Chapter 2. IEEE 802.16 - Wireless MAN StandardMAC PDU. Both an be used simultaneously for eÆient use of bandwidth. At thereeiving side, inverse of these proesses is performed to keep this format modi�ationtransparent to the reeiving entity. Conatenation is the proess by whih multiple MACPDUs may be onatenated into a single burst in either the uplink or downlink diretions.2.5.2 Network Entry and Initialization of an SSVarious phases of network entry and initialization of an SS are desribed below [1℄:� Channel Aquisition: On initialization, the SS sans the possible hannels of down-link frequeny band. One it gets a valid downlink ontrol message on any of thehannel, it aquires a downlink hannel. After deiding on the downlink hannel touse for transmission, SS attempts to synhronize to the downlink transmission bydeteting periodi frame preambles. SS then searhes for downlink ontrol messagesto know downlink ontrol parameters suh as downlink hannel Id, frame durationet. SS then waits for UCD message from the BS in order to aquire an uplinkhannel for transmission. It ollets UCD messages with di�erent CID and try eahone until it gets a usable hannel.� Initial Ranging : Ranging is the proess of aquiring the orret timing o�set suhthat the SSs transmissions are aligned to a symbol that marks the beginning of aminislot boundary [3℄. After learning downlink and uplink hannel parameters, theSS sans UL-MAP message for initial ranging slots. In this slot, it will send aninitial ranging request with minimum power setting and will try again with nexthigher power level until it gets a response from the BS. After reeiving rangingrequest from the SS, the BS ommands a timing advane and a power adjustmentto the SS in the ranging response. The ranging response also provides Basi andPrimary management CID to the SS. This request/response steps ontinues untilresponse noti�es ranging suessful or aborts it.� Negotiate Basi Capabilities: After ompletion of ranging, the SS reports its PHYapabilities to the BS. These inlude modulation and oding shemes supportedby the SS and whether it supports TDD, half-duplex or full-duplex FDD. The BSresponds with a message in whih intersetion of the SS and BS apabilities are setto `ON'.



2.5. MAC Common Part Sublayer Details 15� SS Authentiation: The SS then authorizes itself to BS and exhanges key.� Registration: Registration is the proess by whih the SS reeives its seondarymanagement CID. To register with the BS, the SS sends registration request to theBS. The BS then responds with a registration response. The version of IP used onthe seondary management onnetion is also determined during registration.� IP Connetivity : After registration, the SS attains an IP address via DHCP andestablishes time of day via Internet Time Protool. The DHCP server also providesthe address of the TFTP server from whih the SS downloads a on�guration �lewhih provides vendor-spei� on�guration information.� Connetion Setup: Some servie ows for an SS are provisioned with BS beforeinitialization of the SS. The BS sends request message to the SS to setup onnetionsfor these pre-provisioned servie ows belonging to the SS. The SS responds with asuessful response message to establish the onnetion.Admitted onnetions are assigned uplink transmission slots for request and data trans-mission as per their servie type. This information is passed to eah SS through uplinkontrol messages sent on downlink hannel. Eah SS determines the start time and du-ration of slots assigned to its onnetions. SS then transmits bandwidth requests anduplink data appropriately in the assigned slots. This phenomenon ours in every frame.2.5.3 Existing QoS Provisions of IEEE 802.16IEEE 802.16 provides mehanisms to support QoS for both uplink and downlink traÆthrough SS and BS. The prinipal mehanism for providing QoS is to assoiate paketstraversing the MAC interfae with a servie ow. A servie ow is a MAC layer transportservie that provides unidiretional transportation of pakets in both uplink and downlinkdiretion. A set of QoS parameters suh as average delay, minimum reserved bandwidth,traÆ priority et along with the diretion are assoiated with eah servie ow. Duringthe onnetion set up phase, these servie ows are established and ativated by BS andSS. A unique CID is assigned to all ativated servie ows. Many higher layer sessionsmay operate over the same MAC layer CID if their QoS requirements are same. Apart



16 Chapter 2. IEEE 802.16 - Wireless MAN Standardfrom this, in order to support QoS in uplink diretion, IEEE 802.16 standard providesthe following features:2.5.3.1 Uplink Sheduling ServiesIEEE 802.16 spei�es four sheduling servies for uplink ows. Eah onnetion in uplinkdiretion is mapped to one of these servies. BS sheduler follows a set of rules for eahuplink servie while alloating bandwidth to SSs for uplink transmission.� Unsoliited Grant servie (UGS): UGS servie ow type is designed to supportreal time servies that generate �xed units of data periodially, suh as Voie overIP. Here the BS shedules a �xed size data grants periodially without an expliitrequest from the SS whih eliminates the overhead and lateny of SS requests tomeet the ow's real-time needs. UGS onnetions are not allowed to use any requestslots. The key parameters of an UGS ow are Unsoliited Grant Size, Nominal GrantInterval, and Tolerated Grant Jitter [1℄.� Real-time Polling Servie (rtPS): rtPS is designed to support real-time servie owsthat generate variable size data pakets periodially, suh as MPEG video. Theservie o�ers real-time, periodi, uniast request slots, whih meet the ow's real-time needs and allow the SS to speify the size of the desired grant. rtPS onnetionsare not allowed to use ontention request slots. The key parameters of a rtPS oware Nominal Polling Interval, Tolerated Poll Jitter, and Minimum Reserved TraÆRate [1℄.� Non-real-time Polling Servie (nrtPS): nrtPS is designed to support non real-timeservie ows that require variable size data grants on a regular basis, suh as highbandwidth FTP. It is similar to rtPS but o�ers uniast request slots less frequentlyand SS is allowed to use ontention request slots. The key parameters of a nrtPS oware Nominal Polling Interval, Minimum Reserved TraÆ Rate, and TraÆ Priority[1℄.� Best E�ort (BE): This servie is designed to support best e�ort traÆ and o�ers noguarantee. SS is allowed to use both ontention and uniast request slots. The keyparameters of a BE ow are Minimum Reserved TraÆ Rate and TraÆ Priority[1℄.



2.5. MAC Common Part Sublayer Details 172.5.3.2 Bandwidth Request and Grant MehanismsIn IEEE 802.16, aess in the uplink diretion is by DAMA-TDMA. SSs use bandwidthrequest mehanism to speify uplink bandwidth requirement to the BS. BS polls SS byalloating bandwidth to them for the purpose of making bandwidth requests. Bandwidthis always requested on per onnetion basis. Bandwidth an be requested by sendinga bandwidth request paket or piggybaking it with a data paket. Requests an beaggregate or inremental. When the BS reeives an inremental bandwidth request, itadds the quantity of bandwidth requested to its urrent pereption of the bandwidth needsof the onnetion. When the BS reeives an aggregate bandwidth request, it replaes itspereption of the bandwidth needs of the onnetion with the quantity of bandwidthrequested.IEEE 802.16 spei�es two modes for granting bandwidth requested by SS.� Grant Per Connetion (GPC): In GPC mode, BS sheduler treats eah onnetionseparately and bandwidth is expliitly granted to eah onnetion. SS transmitsaording to the order spei�ed by the BS.� Grant Per Subsriber Station (GPSS): In GPSS mode, BS sheduler treats all theonnetions from a single SS as one unit and grants bandwidth to SS. An additionalsheduler is employed at SS whih determines the servie order for its onnetionsin the granted slot.GPSS mode is more salable and eÆient as ompared to GPC. It is also apable ofproviding lower delay to real-time appliations beause SS is more intelligent in GPSSmode and an reat quikly to the needs of real-time ows.2.5.4 Contention Resolution AlgorithmCollisions may our during ontention slots in whih all SS are allowed to transmitranging or bandwidth request. The proess of ontention resolution is based on trunatedbinary exponential bako�, with the initial and maximum bako� window (spei�ed aspower of 2) ontrolled by the BS. When an SS has some bandwidth request to sendand wants to enter ontention resolution proess, it sets its internal bako� window toinitial bako� window. It then selets a random number within its bako� window whih



18 Chapter 2. IEEE 802.16 - Wireless MAN Standardindiates the number of ontention transmission opportunities that the SS defers beforetransmitting. If data grant is alloated to this SS in a subsequent uplink subframe thenthe ontention resolution is omplete. Otherwise the transmission is lost if no grant hasbeen given within a pre-spei�ed time limit. The SS keeps repeating the whole proessby inreasing its bako� window by a fator of 2 until it is less than the maximum bako�window. This proess ontinues until the maximum number of retries are reahed afterwhih appropriate ation is taken.2.6 Need for a QoS Sheduling Arhiteture for IEEE802.16As desribed above, IEEE 802.16 has been developed keeping in view the stringent QoSrequirements of various appliations. However, it does not suggest how to eÆientlyshedule pakets from various lasses to meet their diverse QoS requirements. Therefore,an eÆient QoS sheduling arhiteture for IEEE 802.16 is required in order to provideQoS guarantees to various appliations. We propose an eÆient QoS sheduling arhite-ture for IEEE 802.16 Wireless MANs with a �xed point-to-multipoint topology. The nexthapter provides a brief overview of our proposed QoS sheduling arhiteture.



Chapter 3
Overview of the QoS ShedulingArhitetureOur proposed QoS sheduling arhiteture is a distributed arhiteture implementingGPSS mode for granting bandwidth to SSs. The arhiteture supports all four kinds ofuplink servies spei�ed in IEEE 802.16 standard.

3.1 Design GoalsOur main design goals are as follows:� To provide delay and bandwidth guarantees for various kinds of appliations.� To maintain fairness among various ows based on their priority.� To ahieve high bandwidth utilization.Fairness in our ontext means that the QoS guarantees of a high priority ow are nota�eted by a low priority ow, both within an SS and aross SSs. For example, onsider asenario shown in �gure 3.1. It onsists of two SSs and a single BS. SS1 has a UGS owand a rtPS ow. SS2 has a rtPS ow and a BE ow. In this situation, our arhitetureneeds to guarantee that the bursty BE traÆ at SS2 does not a�et the deadlines of rtPSow at SS2 as well as delay-sensitive ows at SS1. In addition to this, eah SS must bealloated minimum bandwidth reserved by them to ensure that real-time deadlines aremet.



20 Chapter 3. Overview of the QoS Sheduling Arhiteture
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Figure 3.1: Wireless Metropolitan Area Network.3.2 Design DeisionsIn order to meet the above stated design goals we have taken following design deisions:� We have hosen GPSS mode for granting bandwidth to SS as it is salable, eÆientand allows SS to reat faster to the needs of real-time appliations.� BS alloates uplink bandwidth to eah SS based on SSs �xed and variable require-ments for various ows using weighted max-min fair alloation strategy. High prior-ity ows are assigned more weight to make sure that bandwidth requests for theseows are granted ahead of lower priority ows.� Eah SS distributes the alloated bandwidth among its various ows based on theirpriority and minimum bandwidth requirement using a ombination of strit priorityand Weighted Fair Queuing (WFQ) sheduling. UGS ows, reserved rtPS, nrtPSand BE ows, and remaining ows are served in that order using strit prioritysheduling. Order of transmission among reserved ows is deided using WFQsheduling. This design ensures that reserved ows get higher priority while fairnessamong them is ahieved through WFQ sheduling.� In the downlink diretion, ows with minimum bandwidth reservation are served�rst. WFQ sheduling is used to determine order of paket transmission for reservedows. Remaining bandwidth is assigned to best-e�ort ows i.e. ows with nobandwidth reservations.



3.3. Overview of the Arhiteture 213.3 Overview of the ArhitetureThe blok diagram of our proposed QoS sheduling arhiteture is shown in �gure 4.1. Abrief overview of the working of this arhiteture is as follows:� The following sequene of events take plae at BS MAC layer:{ The inoming IP paket is lassi�ed into one of the onnetions, shaped andplaed in one of the downlink traÆ queues.{ BS also reeives uplink data and request pakets sent on uplink hannel byvarious SSs. Data pakets are handed to higher layer while request pakets arelassi�ed and plaed in the uplink grant queue aordingly. Periodi data andrequest grants generated by BS are also treated in the same manner as uplinkbandwidth requests.{ Both the downlink traÆ queues and uplink grant queues are examined byBS and the total bandwidth is divided into downlink and uplink subframeaordingly.{ BS then shedules downlink data pakets in the bandwidth provided and re-ates downlink ontrol message.{ BS also alloates uplink bandwidth to various SSs based on their bandwidthdemands and enodes this information in uplink ontrol message.{ At the start of frame, BS transmits downlink and uplink ontrol message ondownlink hannel followed by downlink data for various SSs.� The following sequene of events take plae at SS MAC layer:{ The inoming IP paket is lassi�ed into one of the onnetions, shaped andplaed in one of the uplink traÆ queues.{ SS also reeives downlink and uplink ontrol messages sent by BS on downlinkhannel. SS listens to downlink hannel for the entire downlink subframe du-ration to disover if there are any downlink pakets intended for it. Downlinkdata pakets addressed to it are sent to higher layer.{ SS determines its uplink transmission time and duration of transmission bydeoding uplink ontrol message.



22 Chapter 3. Overview of the QoS Sheduling Arhiteture{ SS also generates bandwidth requests to be sent to BS.{ SS then shedules uplink data pakets and request pakets in the alloated slotand transmits them aordingly.{ After ompleting uplink transmission, SS again starts listening on downlinkhannel with the start of next frame.A detailed desription of the arhiteture is given in the following hapter.



Chapter 4
Proposed Arhiteture DetailsOur arhiteture onsists of various omponents as shown in �gure 4.1. It mainly inludesdownlink and uplink data lassi�ers, traÆ shapers at BS and SS, uplink map generatorat BS, downlink and uplink sheduler. Some of the omponents of our arhiteture arespei�ed in the standard while others are introdued by us to meet QoS design goals. Wenow explain the working of eah omponent in detail.
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Figure 4.1: QoS Sheduling Arhiteture for IEEE 802.16.



24 Chapter 4. Proposed Arhiteture Details4.1 BS Downlink Data Classi�erThis omponent lassi�es eah inoming IP paket to be transmitted on downlink hannelinto one of Downlink TraÆ Queues. In our design, there are n + 1 suh queues, wheren is the number of reserved downlink ows as shown in �gure 4.1. There is a separatequeue orresponding to eah ow with minimum bandwidth reservations alled as Type 1queues. Eah queue of Type 1 is identi�ed by a unique CID. All the remaining ows aremapped to a single queue alled as Type 2 queue. Classi�ation inludes mapping theIP paket to a partiular CID and then plaing it in a proper queue. A set of lassi�ersare assoiated with eah CID. Eah lassi�er onsists of a set of parameters suh as IPType of Servie value, IP Soure and Destination address et. A priority value is alsoassoiated with eah lassi�er. These lassi�ers are applied to eah paket in the orderof priority. The highest priority lassi�er whih mathes the paket determines the CIDfor the paket. Finally, paket is plaed in one of the Downlink TraÆ Queues dependingupon its CID and bandwidth reservations for that onnetion.4.2 BS TraÆ ShaperTraÆ Shaper is employed at BS to examine the inoming traÆ aording to its param-eters and shape the traÆ whih violates the parameters.4.3 BS Periodi Grant GeneratorThis omponent generates periodi data and request grants for uplink ows. It keeps trakof all the admitted UGS, rtPS and nrtPS ows. It generates one data grant per nominalgrant interval for eah ative uplink UGS ow. Eah grant is generated at time tk wheretk = t0 + k � nominal grant interval and marked with a deadline equal to tk + jitter.Here t0 is the initial referene time. Similar method is used for generating request grantsfor rtPS and nrtPS ows.4.4 BS Uplink Grant Classi�erThis omponent handles lassi�ation of periodi grants and bandwidth requests. Peri-odi grants generated by BS Periodi Grant Generator and uplink bandwidth requests



4.5. BS Frame Partitioner 25transmitted by various SSs are fed to this omponent. It lassi�es eah grant and requestpakets into one of uplink grant queues. In our design, there is an uplink grant queueorresponding to eah SS as shown in �gure 4.1. Classi�ation is done by mapping CIDto the orresponding SS.4.5 BS Frame PartitionerOur arhiteture supports TDD for alloating bandwidth for downlink and uplink hannel.In our design, we use a �xed partition sheme whih divides the total frame bandwidthequally between downlink and uplink subframe.4.6 SS Uplink Data Classi�erThis omponent lassi�es eah inoming IP paket to be transmitted on uplink hannelinto one of Uplink TraÆ Queues. In our design, eah SS has one queue for UGS owsalled as Type 1 queue, a separate queue for eah rtPS ow alled as Type 2 queues, aseparate queue for eah nrtPS and BE ow with minimum bandwidth reservations alledas Type 3 queues. All the remaining nrtPS and BE ows are mapped to a single queuealled as Type 4 queue. These set of queues are alled Uplink TraÆ Queues. Thelassi�ation proess is same as in BS Downlink Data Classi�er.4.7 SS TraÆ ShaperThe working of this omponent is similar to BS TraÆ Shaper.4.8 SS Request GeneratorBandwidth request for various onnetions to be transmitted in an uplink subframe isgenerated by SS Request Generator. For eah onnetion, aggregate request is generated.Aggregate request for a onnetion is equal to the urrent queue length for that onnetioni.e.AggregateRequesti = QueueLengthi



26 Chapter 4. Proposed Arhiteture Details4.9 BS Uplink Map GeneratorThis omponent is responsible for alloating bandwidth to eah SS for uplink transmission.We use max-min fair alloation strategy for this purpose [4℄. Bandwidth is alloated onper SS basis rather than on per onnetion basis. Amount of bandwidth alloated to eahSS is based on following:� Amount of bandwidth requested by eah SS for transmitting uplink data.� Periodi bandwidth requirement of SSs UGS ows.� Bandwidth required for making additional bandwidth requests.Algorithm 1 gives the algorithm for alloating uplink bandwidth to eah SS. Inputto this algorithm is total bytes requested per ow by eah SS. BS alulates total bytesrequested for eah ow per SS by examining uplink grant queues. BS also alulatestotal number of bytes requested for eah uplink ow aross all SS. Uplink bandwidth isdistributed among various SSs in two stages using max-min fair alloation strategy.� In the �rst stage, uplink bandwidth is distributed among four uplink ows. In the�rst round, eah uplink ow is alloated its perentage of bandwidth, normalized byits weight. This ensures that high priority reserved ows are always satis�ed beforelow priority ows. In the seond round, exess bandwidth alloated to any owis distributed among unsatis�ed ows in proportion to their weight. This proessontinues until either all four uplink ows are satis�ed or no bandwidth is available.� In the seond stage, bandwidth alloated to eah ow is distributed among all SSs.In the �rst round, bandwidth alloated to UGS ows is equally distributed amongall SSs. In the seond round, exess bandwidth alloated to any SS more than itsrequirement for UGS ows is evenly distributed among unsatis�ed SSs. This proessontinues until either UGS requirement of all SSs are satis�ed or no bandwidth forUGS ows is available. The above proess is repeated for rtPS, nrtPS and BE owstoo. The order of transmission among SSs is deided aording to the deadline ofUGS data to be transmitted by eah SS.



4.9. BS Uplink Map Generator 27Some of the important notations used in the algorithm are as follows:totalUplinkBytes = Total bytes available for uplink transmission.rtPS Req[i℄ = Bytes requested by ith SS for rtPS ows.nrtPS Req[i℄ = Bytes requested by ith SS for nrtPS ows.BE Req[i℄ = Bytes requested by ith SS for BE ows.CBR Req[i℄ = UGS data and request grants for ith SS.CBRWeight = 4 i.e. Weight assigned to UGS ows and request grants.rtPSWeight = 3 i.e. Weight assigned to rtPS ows.nrtPSWeight = 2 i.e. Weight assigned to nrtPS ows.BEWeight = 1 i.e.Weight assigned to BE ows.flow Req[i℄ = Total bytes requested for ith uplink ow aross all SS.flow Allo[i℄ = Total bytes alloated for ith uplink ow aross all SS.flow Weight[i℄ = Weight assigned to ith uplink ow.flow Req SS[i℄[j℄ = Total bytes requested for ith uplink ow by jth SS.SSUplinkBytes[i℄ = Total bytes granted to ith SS for uplink transmission.
Algorithm for alloating bandwidth to SSs for uplink transmission is desribed below:Algorithm 1 BS Uplink Map Generator1: ow Req[1℄ = ow Req[2℄ = ow Req[3℄ = ow Req[4℄ = 0;2: ow Allo[1℄ = ow Allo[2℄ = ow Allo[3℄ = ow Allo[4℄ = 0;3: ow Weight[1℄ = CBRWeight; ow Weight[2℄ = rtPSWeight;ow Weight[3℄ = nrtPSWeight; ow Weight[4℄ = BEWeight;/*Flow number 1 for UGS, 2 for rtPS, 3 for nrtPS and 4 for BE.*/4: totalSS = N; /*Total number of SS is N .*/5: for all j = 1; j � totalSS; j ++ do6: ow Req SS[1℄[j℄ = CBR Req[j℄; ow Req SS[2℄[j℄ = rtPS Req[j℄;ow Req SS[3℄[j℄ = nrtPS Req[j℄; ow Req SS[4℄[j℄ = BE Req[j℄;7: ow Req[1℄ += CBR Req[j℄; ow Req[2℄ += rtPS Req[j℄;ow Req[3℄ += nrtPS Req[j℄; ow Req[4℄ += BE Req[j℄;8: end for



28 Chapter 4. Proposed Arhiteture Details/*Uplink bandwidth is distributed among all four ows using max-min alloation.*/9: whileP4i=1 flow Weight[i℄ != 0 && totalUplinkBytes != 0 do10: extraBytes = 0; totalWeight = P4i=1 flow Weight[i℄;11: for all i = 1; i � 4; i++ do12: ow Allo[i℄ += bflow Weight[i℄totalWeight  * totalUplinkBytes;13: if ow Weight[i℄ != 0 && ow Req[i℄ � ow Allo[i℄ then14: extraBytes += ow Allo[i℄ - ow Req[i℄;15: ow Allo[i℄ = ow Req[i℄;16: ow Weight[i℄ = 0; /*Weight is set to 0 for satis�ed ows.*/17: end if18: end for19: totalUplinkBytes = extraBytes;/*Extra Bytes will be distributed among unsatis�ed ows.*/20: end while/*For all uplink ows, 1 = UGS, 2 = rtPS, 3 = nrtPS, 4 = BE.*/21: for all i = 1; i � 4; i++ do22: totalSS = N; /*Total number of SS is N .*/23: if ow Req[i℄ == ow Allo[i℄ then24: for all j = 1; j � totalSS; j ++ do25: SSUplinkBytes[j℄ += ow Req SS[i℄[j℄; ow Req SS[i℄[j℄ = 0;26: end for27: else28: for all j = 1; j � totalSS; j ++ do29: satis�ed[j℄ = 0; /*Keeps trak of SSs with unsatis�ed requests.*/30: end for/*Bandwidth alloated to ith ow is distributed among all SSs using max-minalloation.*/31: while ow Allo[i℄ > 0 do32: extraBytes = 0; ow Allo SS = bflow Allo[i℄totalSS ;33: for all j = 1; j � N ; j ++ do34: if satis�ed[j℄ == 0 then35: if ow Allo SS � ow Req SS[i℄[j℄ then



4.10. BS Downlink Sheduler 2936: SSUplinkBytes[j℄ += ow Req SS[i℄[j℄;37: extraBytes += ow Allo SS - ow Req SS[i℄[j℄;38: ow Req SS[i℄[j℄ = 0; satis�ed[j℄ = 1; totalSS -= 1;39: else40: SSUplinkBytes[j℄ += ow Allo SS;41: ow Req SS[i℄[j℄ -= ow Allo SS42: end if43: end if44: end for45: ow Allo[i℄ = extraBytes; /*Extra Bytes will be distributed equally amongunsatis�ed SSs.*/46: end while47: end if48: end for49: for all j = 1; j � N ; j ++ do50: SSUplinkBytes[j℄ += totalUplinkBytesN ;51: end for4.10 BS Downlink ShedulerThis omponent is responsible for sheduling pakets from Downlink TraÆ Queues at BSfor transmission on downlink hannel. In our design, bandwidth alloation to both typesof queues follows strit priority disipline. Pakets from Type 1 queues are transmitted�rst. Remaining bandwidth after transmission of all pakets from Type 1 queues, if any,is alloated to pakets from Type 2 queue. In our implementation, we use WeightedFair Queuing (WFQ) sheduling algorithm to serve the ows fed to Type 1 queues [5℄.WFQ weight for the ows of Type 1 queues is assigned based on the minimum bandwidthreserved by them. Pakets from a single queue are served in the FIFO order.4.11 SS Uplink ShedulerThis omponent is responsible for sheduling pakets from Uplink TraÆ Queues at SSfor transmission on uplink hannel. Eah SS determines its slot duration and transmission



30 Chapter 4. Proposed Arhiteture Detailstime through the uplink ontrol message sent by BS. Bandwidth alloated to eah SS foruplink transmission must be properly alloated to various uplink ows so as to satisfytheir QoS requirement.In our design, eah SS uses a ombination of strit priority sheduling and WFQsheduling to serve various uplink ows. Type 1 queue for UGS ows is the highest priorityqueue and is served �rst. SS then transmits bandwidth request pakets for various owsother than UGS ow. Pakets from Type 2 and Type 3 queues are served next. We useWFQ sheduling algorithm to serve the ows fed to Type 2 and Type 3 queues. WFQweight for the ows of Type 2 and Type 3 queues is assigned based on the minimumbandwidth reserved by them. The remaining bandwidth after serving all higher priorityows is alloated to Type 4 queue. Pakets from a single queue are served in the FIFOorder.Suppose an SS has four uplink ows of eah type. Both rtPS and nrtPS ows hasminimum bandwidth reservation while BE ow has made no bandwidth reservation. Asper our design, UGS ow is mapped to Type 1, rtPS ow to Type 2, nrtPS ow to Type3 and BE ow to Type 4. At the time of uplink transmission, SS transmits paketsfrom Type 1 queue �rst. Pakets from Type 2 and Type 3 queues are transmitted in theremaining time in order of their inreasing �nish times. Pakets from Type 4 queue aretransmitted next in the remaining time left after all pakets from high priority queues aretransmitted.



Chapter 5Implementation DetailsIn this hapter we disuss the implementation details of IEEE 802.16 MAC and ourarhiteture. We have used Qualnet 3.6 for implementing and simulating IEEE 802.16MAC along with our arhiteture. Qualnet 3.6 simulator does not provide a path forIEEE 802.16 MAC and PHY. Therefore, we have implemented IEEE 802.16 MAC inQualnet 3.6. IEEE 802.16 MAC is not tied to any partiular physial layer spei�ation.Sine IEEE 802.11b PHY was readily available we have used it as the physial layer forthe simulation. Sine our study does not depend on hannel properties, we feel that theuse of IEEE 802.11b PHY for quik simulation analysis is justi�ed.We have abstrated the relevant MAC details from the standard for the purpose ofsimulation. IEEE 802.16 MAC features supported by our implementation are as follows.1. TDD frame struture.2. All four uplink sheduling servies.3. GPSS mode for bandwidth alloation.4. Aggregate bandwidth requests.5. Conatenation of MAC pakets into a single transmission burst.6. Provides interfae for IP layer.7. Stati servie ows.Qualnet 3.6 is a disrete event simulator. Protools operate as a �nite state mahinethat hanges state on the ourrene of an event. Every protool onsists of three mainfuntions. Every protool begins with an initialization funtion whih reads external inputto on�gure the state of the protool. The ontrol is then passed to an event dispather.
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Figure 5.1: BS State Transition Diagram.On arrival of an event, it determines to whih protool it should be direted and allsthe event dispather for that protool. The event handler is alled as per the type of theevent to proess it. Finally, at the end of the simulation, �nalization funtion is alled toprint the statistis for every protool at eah node. For the implementation purpose, wehave drawn state transition diagrams of BS and SS as shown in �gure 5.1 and �gure 5.2.BS and all SSs are initialized along with other MAC parameters suh as downlinkand uplink hannel ID et. Various uplink and downlink onnetions are setup and areassigned a unique onnetion identi�er. After initialization, BS and SS waits in idle statefor an event to take plae. In the idle state, MAC layer may reeive messages fromnetwork layer for sending a paket, from physial layer for reeiving a paket or fromitself on expiration of MAC timers.On reeiving a MSG Network Layer Has Paket To Send message from network layerfor sending an IP paket, BS adds it to one of the Downlink TraÆ Queues after lassi�a-tion and shaping. MAC header is also added to this paket. If the IP paket is fed to oneof the Type 1 queues then WFQ virtual time is updated based on the weight of urrentlyative queues. A queue is ative if it has at least one paket. WFQ �nish time for theurrent paket is also alulated based on urrent WFQ virtual time or WFQ �nish time



33of the last paket in the queue, whihever is greater.MSG Rv Pkt From Phy is sent by physial layer to notify the MAC for reeiving apaket sent by an SS. Uplink data pakets handed to BS MAC layer are sent to higherlayer after removing MAC header. Uplink bandwidth request pakets are lassi�ed andplaed in uplink grant queues. Change in status of physial hannel is noti�ed to MACthrough MSG Rv Phy Status Change Noti�ation message.In order to generate periodi data and request grants, BS shedules a timer messageMSG MAC PeriodiGrantGenerationTime. On expiration of the timer, partiular grantis generated and timer for next grant is sheduled.A timer message MSG MAC DownlinkTransmissionTime is sheduled for the startof downlink subframe. On expiration of the timer, ontrol messages are reated by BS.BS Uplink Map Generator alloates bandwidth to eah SS for uplink transmission in theurrent frame using algorithm 1. Uplink bandwidth alloation is enoded in uplink ontrolmessage and passed on to BS Downlink Sheduler. BS Downlink Sheduler generatesdownlink ontrol message based on the urrent state of Downlink TraÆ Queues using BSdownlink sheduling strategy. WFQ virtual time is also updated at the time of departureof a paket from Type 1 queues. If a Type 1 queue beomes empty then it is markedinative. BS transmits downlink and uplink ontrol messages on the downlink hannelat their sheduled time. A timer message MSG MAC TransmitDownlinkData is thensheduled for transmission of downlink data. Downlink data is transmitted upon expiryof the above mentioned timer. BS then shedules a timer for transmitting next downlinksubframe.When SS reeives MSG Network Layer Has Paket To Send message from networklayer for sending an IP paket, SS adds it to one of the Uplink TraÆ Queues afterlassi�ation and shaping. MAC header is also added to this paket. If the IP paketis fed to one of the Type 2 or Type 3 queues then WFQ virtual time is updated basedon the weight of urrently ative queues. WFQ �nish time for the urrent paket is alsoalulated based on the urrent WFQ virtual time or WFQ �nish time of the last paketin the queue, whihever is greater.For the downlink subframe duration, SS PHY ontinuously listens to downlink hannelto disover if there are any downlink pakets intended for it. MSG Rv Pkt From Phy issent by physial layer to notify the MAC for reeiving a paket sent by the BS. Downlink
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Figure 5.2: SS State Transition Diagram.
pakets addressed to the SS are reeived and proessed based on their type. Downlink anduplink ontrol messages sent by BS on downlink hannel are used for determining variousontrol parameters for both downlink and uplink hannels. Downlink ontrol messageis deoded to determine start time of the frame, frame duration et. SS determines itsuplink transmission time and duration of transmission in the urrent frame by deodinguplink ontrol message. A timer message MSG MAC UplinkTransmissionTime is shed-uled whih noti�es the SS the uplink transmission time on expiry. Downlink data paketsare handed over to higher layer after removing MAC header.At the start of its uplink transmission slot, SS Uplink Sheduler shedules data pak-ets and request pakets to be transmitted in the urrent uplink subframe using SS uplinksheduling strategy. Bandwidth request pakets are generated by SS Request Generator.WFQ virtual time is updated at the time of departure of a paket from Type 2 and Type3 queues. If a Type 2 and Type 3 queue beomes empty then it is marked inative. Shed-uled pakets are transmitted by SS in the assigned slot. After ompleting transmission,SS PHY again listens to downlink hannel.



5.1. Integration with Qualnet 3.6 Simulator 355.1 Integration with Qualnet 3.6 SimulatorQualnet 3.6 is a very fast, salable and eÆient simulator. Its soure ode is highlymodular and very well doumented. So, it was not very hard for us to implement andintegrate IEEE 802.16 MAC and our arhiteture with Qualnet 3.6. In this setion, wepresent the major hanges made by us for integrating our ode with Qualnet 3.6.We have written 802.16 MAC protool in �les ma 802 16.h and ma 802 16.. Thesetwo �les are then plaed in ma folder in qualnet diretory. To ompile these �les alongwith existing �les, the �le names are added to Make�le-ommon �le in main folder inqualnet diretory. File ma.h inludes the name of existing MAC protools. So, we madean entry of 802.16 MAC protool in this �le. Then the initialization funtion, eventdispather and �nalization funtion name for 802.16 MAC protool are added to ma.�le. The various timer messages de�ned above are added to the �le api.h.In Qualnet 3.6, a message struture is used to de�ne an event. This message struturearries information about the event suh as its type and, the assoiated data too. Wehave added some more �elds to this struture to arry extra information for implementingConatenation of pakets for IEEE 802.16 MAC.





Chapter 6Simulation AnalysisSo far we have gone through the details of or arhiteture and its implementation. In thishapter we present our simulation setup and the results whih show that our arhitetureful�lls the stated design goals.6.1 Simulation Setup
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VOIPFigure 6.1: Simulation Setup.The simulation topology onsists of one BS and a number of SSs as shown in �gure 6.1.All the nodes use 802.16 MAC layer and 802.11b physial layer. Channel bandwidth is11 Mbps whih is divided equally between downlink and uplink subframe. Eah frame isof 10 milli-seond duration. We have assumed that the hannel is error-free so that eahpaket is suessfully reeived at the destination. Also, number of subsriber stationsannot hange dynamially during the simulation. Eah SS has a ombination of variousappliation ows suh as VOIP, FTP, Telnet et. Eah of these appliation level owsare mapped appropriately to one of the uplink sheduling ows. We have hosen averagedelay of uplink ows at SSs and e�etive bandwidth utilization as performane metris.



38 Chapter 6. Simulation Analysis6.2 Simulation ResultsWe have performed the following experiments to illustrate the performane of our arhi-teture.� The �rst experiment aims at showing the maximum number of subsriber stationsthat an be supported. Here we have performed a number of simulation runs eahwith di�erent number of SSs. In every run, eah SS has same number of uplinkows with similar QoS parameters. Total load o�ered by eah SS is approximately6-7% of the available uplink bandwidth. Eah simulation is run for 20 seonds. Wehave measured average delay of eah uplink ows aross all SSs for every simulationrun. Figure 6.2 shows the graph obtained for the same. It is observed that initially,average delay of all the ows is nearly equal, around 5:5 milli-seond. As the numberof SS inreases, average delay of BE ows starts inreasing rapidly. There is a smallinrease in average delay of nrtPS too. On inreasing the number of SSs in thesystem beyond 15, there is a rapid inrease in average delay of non-real time ows.At the same time average delay of rtPS ows also starts inreasing slowly. Therefore,on an average 15 subsriber stations an be supported.
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Figure 6.2: Average Delay Vs Number of SS.
� The seond experiment aims at showing the maximum e�etive bandwidth utiliza-tion ahieved with our arhiteture. Here we have performed a number of simulationruns eah with inreasing o�ered load while keeping number of SSs same aross all
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Figure 6.3: E�etive Bandwidth Utiliza-tion Vs O�ered Load[Senario 1℄.
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Figure 6.4: E�etive Bandwidth Utiliza-tion Vs O�ered Load[Senario 1℄.runs. We have setup a topology with one BS and �ve SSs. O�ered load is equallydistributed among all SSs. Eah simulation is run for 25 seonds. Both o�ered loadand bandwidth utilization are alulated as a perentage of link bandwidth. Controlpakets are not inluded in bandwidth utilization alulation. We have alulatede�etive bandwidth utilization in two di�erent senarios as follows:{ Senario 1 : In this senario, the load o�ered by high priority traÆ is moreas ompared to lower priority traÆ. Figure 6.3 shows the graph for e�etivebandwidth utilization with inreasing o�ered load. E�etive bandwidth uti-lization inreases linearly as the o�ered load is inreased. On inreasing theo�ered load beyond 100%, e�etive bandwidth utilization remains more or lessonstant. Therefore, maximum e�etive bandwidth utilization ahieved withour arhiteture is around 93%. We have also alulated e�etive bandwidthutilized for eah of the four uplink ows as shown in Figure 6.4. We haveplaed no limit on the bandwidth provided to UGS ows. As expeted, band-width utilization of all uplink ows inreases linearly on inreasing o�eredload. But the bandwidth utilization of lower priority ows starts dereasingas the total o�ered load inreases beyond 90%.{ Senario 2 : In this senario, the load o�ered by low priority traÆ is more asompared to higher priority traÆ. Figure 6.5 shows the graph for e�etivebandwidth utilization with inreasing o�ered load for senario 2. Figure 6.6
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Figure 6.5: E�etive Bandwidth Utiliza-tion Vs O�ered Load[Senario 2℄.
 0

 5

 10

 15

 20

 25

 30

 35

 10  20  30  40  50  60  70  80  90  100  110  120  130

E
ff
e
c
ti
v
e
 B

a
n
d
w

id
th

 U
ti
liz

a
ti
o
n

Offered Load (% of Link Bandwidth)

’UGS’
’rtPS’

’nrtPS’
’BE’

Figure 6.6: E�etive Bandwidth Utiliza-tion Vs O�ered Load[Senario 2℄.shows e�etive bandwidth utilization for eah of the four uplink ows. It isvisible from the graphs that same behavior is exhibited in both the senarios.This shows that our arhiteture provides more bandwidth to high priorityows as ompared to lower priority ows in order to meet the deadlines ofhigh priority traÆ.� Third experiment aims at showing that our arhiteture meets delay guarantees ofreal-time appliations and maintains fairness among ows in aordane to theirpriority. For this, we have simulated three di�erent senarios as follows:{ Senario 1 : This senario is setup to show that the delay guarantees of real-time ows at an SS are not a�eted by the amount of lower priority loado�ered by that SS. Here, load o�ered by higher priority traÆ is more thanthe lower priority one. In this senario, a simulation topology with one BSand �ve SS has been setup. Eah SS has four uplink ows. Total load o�eredto the system is 90% of the link bandwidth whih is equally distributed amongall SSs. Out of this, 40% load is o�ered by UGS ows, 30% by rtPS ows,20% by nrtPS ows and 10% by BE ows. Simulation is run for 25 seonds.We have measured average delay experiened by eah uplink ow for eah SS.Figure 6.7 shows average delay omparison of various uplink ows for one SS.It is learly visible from the graph that average delay of UGS and rtPS ows is
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Figure 6.7: Average Delay Vs Time[Senario 1℄.no more than one frame duration. Also, average delay of UGS ows is almostonstant as they are given highest priority at the time of transmission.
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Figure 6.8: Average Delay Vs Time[Senario 2℄.
{ Senario 2 : This senario is also setup to show that the delay guarantees ofreal-time ows at an SS are not a�eted by the amount of lower priority loado�ered by that SS. This senario is similar to previous one exept that theload o�ered by lower priority traÆ is more than the higher priority one. Heremaximum load is o�ered by BE ows. 40% load is o�ered by BE ows, 30% bynrtPS ows, 20% by rtPS ows and 10% by UGS ows. Simulation is run for25 seonds. We have measured average delay experiened by eah uplink ow



42 Chapter 6. Simulation Analysisfor eah SS. Figure 6.8 shows average delay omparison of various uplink owsfor one SS. Here also same trend is observed for the average delay experienedby various uplink ows. Regardless of the high amount of load o�ered by BEows, delay guarantees of real-time traÆ are met.
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Figure 6.9: Average Delay Vs Time[Senario 3℄.
{ Senario 3 : This senario is setup to show that real-time ows are givenpriority aross SSs too so that their delay guarantees are not a�eted by theamount of lower priority load o�ered by another SSs. In this senario, asimulation topology with one BS and three SS has been setup. Total loado�ered to the system is 90% of the link bandwidth. Here di�erent ows havebeen setup at various SS. SS 1 has one UGS ow and one rtPS ow. SS 2has one UGS ow and one nrtPS ow. SS 3 has one UGS ow and one BEow. Load o�ered by all UGS ows is equal. Out of remaining ows, BE owso�er maximum load while rtPS ows o�er minimum load. Figure 6.9 showsaverage delay omparison of various uplink ows. Here also UGS ows of allthe SSs have a muh lower delay as ompared to other ows. Also, rtPS owat SS 2 gets its share of bandwidth irrespetive of other ows at SS 2 and 3.As a result delay guarantees of high priority ows are always satis�ed.Results obtained in the above three senarios show that our arhiteture is apableof providing tight delay guarantees to various real-time appliations.



6.3. Additional Experiments 436.3 Additional ExperimentsThis setion provides the graphs depiting the results of some additional experimentsonduted to observe the performane of our arhiteture.� We have not implemented fragmentation of MAC pakets. In this experiment, wehave alulated total bytes granted to eah SS and total bytes utilized by them toobserve the e�et of not allowing paket fragmentation. A simulation topology withone BS and �ve SS has been setup. We an see in Figure 6.10 that eah SS hasutilized around 95% of the total bytes granted to it. In the absene of fragmentation,an SS will not be able to transmit a paket if bandwidth required for transmittingit ompletely is not available.
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Figure 6.10: Bandwidth Utilization Per SS.� In this experiment, we have measured e�etive bandwidth utilization with inreasingnumber of SSs. In every simulation run, eah SS has same number of uplink owswith similar QoS parameters. Total load o�ered by eah SS is approximately 8%.Eah simulation is run for 25 seonds. We have alulated e�etive bandwidthutilization with inreasing SSs in two di�erent senarios as follows:{ Senario 1 : In this senario, the load o�ered by UGS and rtPS ows is morethan the load o�ered by nrtPS and BE ows. Figure 6.11 shows the graphfor e�etive bandwidth utilization with inreasing number of SSs. It is ob-served that maximum e�etive bandwidth utilization ahieved with inreasing
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Figure 6.11: E�etive Bandwidth Utiliza-tion Vs Number of SS[Senario 1℄.
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Figure 6.12: E�etive Bandwidth Utiliza-tion Vs Number of SS[Senario 1℄.
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Figure 6.13: E�etive Bandwidth Utiliza-tion Vs Number of SS[Senario 2℄.
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Figure 6.14: E�etive Bandwidth Utiliza-tion Vs Number of SS[Senario 2℄.number of SSs is around 88%. It is less due to the reason that more numberof ontrol pakets (Bandwidth Request Pakets) are sent as the number ofSSs in the system are inreased. Also with inreasing number of SSs, morebandwidth gets wasted beause paket fragmentation is not allowed. We havealso alulated e�etive bandwidth utilization for eah of the four uplink owsas shown in Figure 6.12. As the number of SS inreases, total load o�ered tothe system also inreases. Initially, bandwidth utilization of all uplink owsis in proportion to the total load o�ered by them. However, the bandwidthutilization of lower priority nrtPS and BE ows starts dereasing when total



6.3. Additional Experiments 45load o�ered to the system beomes grater than 90%.{ Senario 2 : In this senario, the load o�ered by low priority traÆ is more asompared to higher priority traÆ. Figure 6.13 shows the graph for e�etivebandwidth utilization with inreasing o�ered load for senario 2. Figure 6.14shows e�etive bandwidth utilization for eah of the four uplink ows. It isobserved that regardless of the amount of load o�ered by any uplink ow,higher priority ows are always provided more bandwidth in order to providepromised QoS for them.





Chapter 7Related WorkIEEE 802.16 MAC has not been widely studied and there are very few proposed arhi-tetures in the literature. In this hapter we present survey of some of the work done in802.16 domain.7.1 A QoS Arhiteture for the MAC Protool ofIEEE 802.16 BWA SystemIn [6℄, G. Chu et al have suggested a QoS arhiteture based on priority sheduling anddynami bandwidth alloation employing GPSS mode for granting bandwidth to SS.At the BS, based on the bandwidth requests from all SS, uplink bandwidth is dynam-ially distributed between ontention and reservation slots. BS upstream grant sheduleromputes the bandwidth alloation and time of transmission for eah SS based on band-width requests using WRR algorithm [7℄. A traÆ poliing funtion is also employed atthe BS to ensure that SSs onnetion onforms to the negotiated traÆ parameters.At the SS, for eah uplink servie type, multiple onnetions are aggregated into theirrespetive servie ow and assigned a priority. A di�erent sheduling algorithm is usedfor eah of the priority queues with paket being transmitted from the highest prioritylass that has a paket available.However in [6℄, working of BS's upstream sheduler is not spei�ed in suÆient detaili.e. it does not speify how to assign weights to eah SS for implementing WRR. Anotherdisadvantage is that a simple WRR with weights being assigned in proportion to theamount of bandwidth requested by eah SS will not work. This may result in givinghigher weight to an SS with large amount of bandwidth required for BE ows. This inturn an e�et deadlines of real-time ows at other SSs. Method of assigning weights to



48 Chapter 7. Related Workvarious uplink ows at SS is also not mentioned in the paper. In addition to this, nosimulation results have been presented in order to show the goodness of the arhiteture.Downlink sheduling mehanisms at BS are not disussed either.7.2 QoS Sheduling in Cable and BWA SystemsIn [8℄, M. Hawa et al have proposed an uplink sheduling arhiteture to support band-width and delay QoS for both DOCSIS [9℄ and IEEE 802.16. They have hosen GPC modefor bandwidth grants. It is a entralized approah wherein all the sheduling deisionsare taken at BS.BS's upstream sheduler implements a mix of priority sheduling and fair queuingsheduling in order to grant bandwidth to various onnetions at eah SS. SS's simplytransmits in their alloated slots. At BS, UGS ows are given highest priority for band-width alloation. Remaining ows are served using priority-enhaned WFQ i.e. if twodata grants have equal WFQ virtual �nish time, then the higher priority grant is served�rst. WFQ weight to reserved ows is assigned based on their minimum bandwidthreservations while unreserved ows are given weight based on the unreserved bandwidth.Authors have also provided an algorithm for alloating appropriate number of on-tention request slots in eah frame period so as to redue the number of possible ollisionsand to shorten the ontention resolution proess. Bu�er management problem for varioustypes of queues is also dealt in the paper.However in [8℄, treatment given to unreserved ows may reate problem to reservedows in ase there are many unreserved ows and reserved bandwidth by various owsis less as ompared to unreserved bandwidth. Another disadvantage is that the proposedsheduler implements GPC mode for uplink bandwidth grant as GPSS is not supportedby DOCSIS standard. However, GPSS mode is more eÆient as ompared to GPC.In addition to this, no simulation results have been presented to show eÆieny andperformane of the arhiteture. Downlink sheduling mehanisms at BS are not disussedeither.



Chapter 8
Conlusion and Future WorkIn this report we have presented an eÆient QoS sheduling arhiteture for IEEE 802.16.The main purpose of the arhiteture is to provide tight QoS guarantees to various ap-pliations and to maintain fairness among them while still ahieving high bandwidthutilization. Our arhiteture supports diverse QoS requirements of all four kinds of ser-vie ows spei�ed in IEEE 802.16 standard. We have also presented simulation analysisof our arhiteture integrated with IEEE 802.16 MAC. We have shown, through simula-tion, that our arhiteture is apable of ahieving high bandwidth utilization. Simulationresults show that suÆient bandwidth is alloated to high priority ows so that theirQoS guarantees are always met. It is evident through the simulation results that lowerpriority traÆ does not a�et QoS guarantees of high priority real-time traÆ i.e. fairnessis maintained among ows at an SS and aross SSs too.8.1 Future WorkIn IEEE 802.16, nrtPS and BE ows also use ontention mini-slots for sending band-width requests to the BS. An appropriate ontention mini-slot alloation algorithm anbe inorporated in our urrent design. The ratio of uniast mini-slots to ontention mini-slots in an uplink subframe should be suh that suÆient amount of uplink data an betransmitted as well as ollision of bandwidth requests is as low as possible.Current design uses a �xed partition sheme whih divides total frame bandwidthequally between downlink and uplink subframe. This sheme an be modi�ed to dynam-ially alloate bandwidth for downlink and uplink transmissions based on the status ofDownlink TraÆ Queues and Uplink Grant Queues.Fragmentation, Paking, request piggybaking and other MAC features an be added



50 Chapter 8. Conlusion and Future Workto the urrent implementation of IEEE 802.16 MAC in Qualnet 3.6.Admission ontrol mehanisms are also not spei�ed in IEEE 802.16 standard. There-fore, an eÆient admission ontrol mehanism for IEEE 802.16 MAC an be devised andintegrated with our QoS sheduling arhiteture. A ombined performane study of thewhole system an then be arried out.Some researh is urrently in progress for the design of a wireless ommuniationsystem using unliensed frequenies for Indian rural areas. It has been observed thatIEEE 802.11b physial layer is suitable for suh areas. Further, IEEE 802.11 MAC hasbeen analyzed and proved to be ineÆient for a distribution servie that needs to maximizeapaity for subsribers and maintain QoS. Therefore, a new MAC has been proposed forsuh senarios while retaining IEEE 802.11b PHY. The new MAC is very muh similar toIEEE 802.16 MAC. Hene, performane of IEEE 802.16 MAC over IEEE 802.11b PHYan be analyzed in order to predit its e�etiveness for suh a system. This study willbe very useful for real deployment of a wireless ommuniation system for Indian ruralareas.
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