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What are Enterprise Networks?

= Support thousands of users across a company’s
diverse geographical locations
— May involve hundreds of servers

= Each location may look like a simple system,
but the complexity increases as these systems

are linked together

* |s the Internet an Enterprise Network?
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Enterprise Networks: One definition

= Large
— 10° edge devices, 10° network devices

= Geographically distributed
— Multiple continents, 10? countries

= Tightly controlled

— |IT department has (nearly) complete control over
user desktops and network connected equipment
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Driving force - Convergence

= Not about gadgets or access technologies
— These are actually increasing in diversity

= But about services and applications

— The quest for Anytime, Anywhere, Anyform access to
any intranet/extranet application

= Enterprises need to cope with demand for new
services and applications
— Supported by computing and communications fabrics

= We need to understand the issues involved
— A good way to begin: From the ‘nano’ to the ‘giga’ view
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A ‘nano’ level view

Sridhar Iyer

= A single machine in an
organization

— Smallest component
— Ex:- A student in KReSIT

= Hardware: Desktop/Laptop
= Software: Application pkgs

= Typical IT spending
— Around Rs. 50,000/-
— Upgrade every 2 years?
— Internet access?
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Issues at the ‘nano’ level

= Application-related
— Software version incompatibilities
« “This program was working fine yesterday.”
— Performance
« “This is way too slow. | need a faster machine.”

= Network-related
— Security
 “It looks like there is a virus on my machine.”
— Administration
 “l cannot remember which gateway | am supposed to use.”

= One solution strategy
— Riudimentarv svstem administration: Move 11b one level
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A ‘micro’ level view
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= Approx 10s of machines
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= 1-2 switches, 1000m cabling
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A single subnet (dept) in an
organization

— Decentralized resource
sharing (printers, files etc)

— Ex:- Alab in KReSIT

Hardware: Switches, cables
Software: Security, Mgmt

Typical IT spending

— Around Rs. 500,000/-
(excluding desktops)
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Issues at the ‘micro’ level

= Application-related
— Resource Sharing
« “Somebody has changed the setting on this printer.”
— Scalability and Performance
* “This is too slow during the day. I'll try it at night.”

= Network-related
— Security
« “Somebody seems to have broken into my machine.”
— Administration
» “Hey, there is an IP address conflict.”

= One solution strategy
— Rudimentarv IT administration: Move 110 one level
Sridhar Iyer IIT Bombay
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A ‘milli” level view

= A single ‘entity’ in an
large organization

m i i i — 100s of users

— Ex:- KReSIT in [IT Bombay

» — Centralized model for data

ok o= | storage, security, running
TR - N applications and network
sssssss S\ = LWL S dwo administration
- o H ® ~ o . ® ! \_ il
u 4 \—F’l ‘--i A \'.l 'I I:!l |.‘!' -i = Hardware: Routers, Servers
Department A Department B Remote Offi - SOftware Appllcatlons’ Mgmt
= Approx 100s of machines = Typical IT spending
= 10-20 switches, 2-3 routers — Rs. 50,00,000/- for network
= 4-5 servers — Rs. 3,00,00,000/- servers
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Issues at the ‘milli’ level

Application-related
— Sizing
« “How many servers do | need and of what performance?”
— Deployment
« “How should | deploy my applications and other systems?”

Network-related
— Sizing
« “How much bandwidth do | need to keep users happy?”
— Security
« MAC flooding; ARP spoofing; Denial of Service
— Administration
« DHCP; Firewalls; Proxy servers; Logging

The cost to manage storage is typically twice the cost of the actual
storage system.

Sridhar Iyer IIT Bombay
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IT manager,
administrator,
already has to
deal with terrific
complexity.

The worst
possible situation
to be inis: trying
to identify, root-
cause, and
resolve problems
in such complex
sefups.
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A ‘typical’ enterprise level view

= A single organization
— 1000s of users
— Ex:- lIT Bombay

— Multiple duplicate servers
and more complex network

Hostel 3 CSE Dept.

= Hardware: Routers, Servers

= Software: ERP, CRM, security,
accounting and other systems

Computer Centre Aero Dept.

= Typical IT spending

— Requirements are ever
increasing

— Bounded only by budget

constraints!
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= Approx 10s of locations
= Approx 1000s of machines
= 100s of switches, 10s of routers
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Issues at the ‘typical’ level

Application-related
— Interfaces
« “How many interfaces should | provide for a service access?”
 LAN, WAN, web, handheld devices...
— Monitoring
« “How should | ensure ‘application’ quality of service?”
 Minimize down time, Auto alerts for overload...

Network-related

— Sizing: “How much Internet bandwidth do | need?”

— Wireless: “How should | handle wireless devices?”

— Security: “How should | setup firewalls, proxies and DMZ?”

— Administration: “What are my authentication/access policies?”

Sridhar Iyer IIT Bombay 18
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Tiered View of an Enterprise

Server

I nternet
Switch Extranet

Access Network Firewall

Router
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A ‘kilo’ level view
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= Approx 100s of locations
= Approx 10000s of machines
= 1000s of switches, 100s of routers
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A national network for a
single organization
— Ex:- LIC, NSDL

Need to lease lines or

use routing services
provided by ISPs.

Creation of a Wide Area
Network Backbone

Typical IT spending

= Varies from tens to
hundreds of crores
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Complex heterogeneous infrastructures
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Issues at the ‘kilo’ level

Application-related
— Placement
« “What are the optimal locations for my various applications?”
— Tuning
« “How should I tune my applications for optimal performance?”
— Scalability
« “How should | scale my applications for increasing usage?”

Network-related

— Sizing: “How should | provision my WAN/Internet connectivity?”
— Security: “How do | cope with my security vulnerabilities?”

— Backup: “What are my standby and fail-over mechanisms?”

— Administration: “What are my policies for VPN and others?”
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eBusiness Functional Architecture
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Network External
Partner
Service
ADDS Network
PP e Business

T ' Partner
Customers @ @

Example: Amazon

Sridhar Iyer IIT Bombay 24
Source: Umesh Bellur, IIT Bombay



One Solution Architecture
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Solution Architecture (contd.)

Data Tier
A = Application

Distributed complexity
Databases, Online Data  gyershadows

SQL via Warehousing ackup the network
JDBC or _ Services
ODBC ” Data
Storage = Application may
Logic and be unavailable

Reporting

despite network
- and bandwidth

y 4 availability
gf: o Partner
M| “ PE;/‘;IEL/E Network or = Need to architect
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r HTTP etc. scalability etc.
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A ‘mega’ level view

= An international network
for a single organization
\ NS — Ex:- Intel
\ |

i

o,
=

JNB
1R

/-
O ."“ - A packet may have to
0 , “ pass through many
N\,

networks!
8 tier-2 ISP is customer of tier-1
provider

= Approx 10s of countries _ _
= 1000s of locations = Typical IT spending?

— Need to co-ordinate with
international bandwidth
providers
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Issues at the ‘'mega’ level

= Application-related
— Aggregation
« Centralized v/s distributed schemes for aggregation at the
various data centers and applications.

— Replication

 Replication and caching mechanisms for faster access.
— Robustness

« Ensuring application availability despite various failures.

= Network-related
— SLA: Service Level Agreements with bandwidth providers.
— Administration: Early fault diagnosis and warning systems.
— Security: This problem only gets worse!

Sridhar Iyer IIT Bombay
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Security: Speed of network attacks

Lo L TR | e
L L™ h@ T
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1980s-1990s
Usually had weeks or

months to put some
defense in place.
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2000-2003

Attacks progressed over
hours, time to assess
danger and impact.

Time to implement defense.

IIT Bombay

2003-Future

Attacks progress on the
timeline of seconds.

SQL Slammer Worm:
Doubled every 8.5 seconds
After 3 min : 55M scans/sec
1Gb Link is saturated after

one minute 59



Scope of Damage

Security: Threat Evolution

Global
Impact

Regional
Networks

Multiple
Networks

Individual
Networks

Individual
Computer

Sridhar Iyer

Next Gen
Infrastructure
Hacking, Flash
3rd Gen Tr!reats,
Multi-Server I\IIIJa.SSIveDvgorSm
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2n n ’ ’ .
d (.;e Blended Threat Negative
Macro Viruses, (Worms Virus+ load
Trojans, Email, Trojan), Turbo p_ay oa
Single Server {Nor,ms Viruses,
1st Gen DoS, Limited . ’ Worms and
Widespread .
Boot Viruses Targeted System Trojans
Hacking )
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1980°s 1990°s Today Future
Sophistication of Threats
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A ‘giga’ level view

A = Impact of new
I technologies
Million Today'’s Internet = Wireless access

Internet Computer

Internet Users yAVHITeN: \|/ = Embedded ctrl
/ Automobiles A * RFID tagging
663 Million
Telephones X-Internet
1.5 Billion = Not hard to imagine
. _ an international
Electronic Chips network, spanning
30 Billion across multiple,
\ diverse organizations

= 100s of organizations
= 100s of countries
= Millions and billions of devices

= Internet of Things

dhar T IIT Bomb =
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The EPC model: Internet of Things

Secure Internet
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Enterprise networks: The complete picture

Networking and Applications
Connectivity and Services

Maintenance

Scalability and robustness
Fault tolerance

Load balancing

Integration across systems
Security
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Thank You

Other Tutorials at: www.it.iitb.ac.in/~sri

Google Search: Sridhar lyer IIT Bombay
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