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Sentiment Analysis for a new 

domain  
 

Based on our work titled ‘The Power of Many and the Ingenuity of the Master: A 

Novel Approach for Cross-domain Sentiment Tagging’ to be presented at International 

Conference on Natural Language Processing (ICON) 2010 to be held in December 

2010 



Introduction (1/2) 

• Sentiment Classification 

– Classification of document based on sentiment 

content 

• Content being positive/negative to a user evaluating the 

text 

– Supervised and unsupervised approaches exist 

– Supervised approaches perform better 

• Need of labeled data 

I loved CWG opening ceremony    
I really hate the Indian media for reporting only the bad things 

happening around in Delhi.  

 

Supervised Approaches: Pang & Lee(2002), Matsumoto et.al(2005) 

 

Unsupervised Approaches: Turney (2002), Wan(2008) 

 



Introduction (2/2) 

• Labeled data for a sentiment classifier 

– Tedious and expensive process 

– Domain specific nature of Sentiment Analysis 

– Utility span of labeled data is limited 

 

 

 

 
 

Sentiments of Russians about Stalin in 1960s 

 

Sentiments of Russians about Stalin in 2000s 

 

 

Good Annotators  are difficult to find 

 

 

Product review domain v/s Movie review domain 

 



Problem we address 

• A sentiment classifier trained on one domain 

performs with a lesser accuracy than on a different 

domain (Aue and Gamon 2005) 

 

• Solution: Cross-Domain Sentiment Adaptation 

– A procedure to use labeled data in an existing domain and 

use them to create labeled data for new target domains 

having little or no training data the with help of few hand 

labeled target data 

 



Intuition 

Predict the Sentiment 

Book review:  ““As usual,  Robin Cook keeps you on the edge of your seat 

until the end.   Excellent reading” 

 

From Movie review (Domain Pertinent):  “�edge of your seat”  Common sense (Domain Independent):  “Excellent”  

Eureka!  

Its  positive!!!! 

 

You evolve using the information attained, disregarding the unwanted  



Approach 

• Generate noisy tagged data for the target domain using an 

Meta-classifier trained on a source domain 

 

• Select the highly probable correct instances 

 

• Use them to  create a high accuracy in-domain classifier 

– This classifier then completely classifies the target domain 
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Lexicons used 

• SentiWordnet (Esuli and Sebastiani, 2006) 
– Attaches sentiment score to each synset 

• Positive , negative & objective score  

• Scores sum up to 1 

• E.g. – {small} – “slight or limited” 
– pos – 0.125, neg – 0.125 , obj – 0.75 

 

• Subjectivity Lexicon (Wilson, et al., 2005) 
– Universal Subjective Clues 

– Consists of manually identified 8000 polar words with 
their prior polarity 
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Representation 

(All Words - 
Unigrams)  
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Representation  
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Target 
domain 

Training Procedure 

Intermediary Tagged System (ITS) 

Base-1 Classifier – All words unigram model  (All domain pertinent 

information are recorded using this model) 

 

Base-2 Classifier – Classification model based universal clues as features 

(Generic model) 

 

Base- 3 Classifier – Rule based classifier based on SentiWordNet 

Classification Rule : Document is positive,  

           if  prior positive polarity terms >> prior negative polarity terms 

 

 

A Meta-classifier is group of classifiers whose  label predictions probabilities 

become the features for creating meta-classification model  

 

c 
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Optimal Intermediary Tagged Data  

Not all instances of 

Intermediary 

Tagged data are 

correct! 



Selection of optimal intermediary 

tagged data  
 

• Different sets of intermediary tagged target data created based on 
prediction probability generated by ITS 

 

• Different SVM based models created using each set of tagged corpus  

 

• Model tested on few hand labeled target data to find the best probability 
difference threshold 

 

• This intermediary target set categorized as optimal intermediary tagged 
data 

 

• A High Accuracy Classification model is developed using the selected 
dataset  

 

|Pr(+) – Pr(-)| > threshold   ;  0.2<=threshold<1 

 

Pr(.) = probability of document being positive or negative 
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High Accuracy Classifier (HAC) 

• Complex features not necessary for creating a High Accuracy 
Sentiment Classifier 

 

• Intuition – 

– In a particular domain, there exist domain specific features 
(words/phrases) which have high discriminatory power 

– People use almost similar vocabulary in expressing their 
sentiment (pertinent to a domain) 

• Process – 

– An Information Gain Ratio based feature selection done to select 
domain specific features 

– A combination of unigram, bigrams and trigrams used as 
features 

 

 

Lame movie, Defective kitchen set  

 



Results - HAC 

• Baseline – All words unigram-based model 

• Combine – uni+bi+trigram model 

• Combine (IGR) -  uni+bi+trigram model after IGR 

• An average increase of 10% in  the classification accuracy with 

respect to the Baseline 
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Top features 

 

 

DOMAIN TOP IGR BASED FEATURES 

BOOK (B) waste of, love this, boring, stupid, too many, whatever, ridiculous, 

two stars 

DVD (D) worst, horrible, your money, lame, of the best, sucks, barely, 

ridiculous, save your, is a great, pathetic, dumb, not worth, ruined 

ELECTRONICS (E) return, terrible, waste your, highly, to return, poor, it back, returning, 

does not work, do not buy 

KITCHEN (K) easy to, easy to use. easy to clean, returning, waste your, tried to 

excellent, defective, horrible, poor, i love it 

• Top IGR based features are different in different domains  

  (Blitzer, et al., 2007). 

 

• Domain specific nature of Sentiment Analysis 
 



Results - Comparison 

 

 

Structural Correspondence Learning (SCL) – State of art for  

Cross-Domain sentiment classification 

 



Similarity between domains 

• Cosine Similarity  

 

 

 

 
 

• Similar domains have high cross classification accuracy 

• Dissimilar domains have relatively high increase in accuracy 
with respect to ITS performance 

BOOK DVD ELECTRONICS KITCHEN 

BOOK 1 0.54 0.41 0.4 

DVD 0.54 1 0.41 0.41 

ELECTRONICS 0.41 0.41 1 0.49 

KITCHEN 0.4 0.4 0.49 1 



Conclusion 

• Methodology for cross domain sentiment classification 

introduced 

• An average cross-domain sentiment classification accuracy of 

80% achieved 

• Our system gives a high cross-domain Sentiment classification 

accuracy with an average improvement of 4.39% over the best 

baseline accuracy  
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Sentiment Analysis for a new 

language  
 

Based on our work titled ‘A Fall-back Strategy for Sentiment Analysis in a New 

Language: a Case Study for Hindi’ to be presented at International Conference on 

Natural Language Processing (ICON) 2010 to be held in December 2010 



Contribution 

A first study/implementation of Sentiment analysis for 
Hindi 

 

1. Creation of a manually annotated corpus for Hindi 

2. Creation of Hindi SentiWordNet, based on the 
equivalent for English 

3. Fall-back strategy for adapting sentiment analysis 
to a new language 



In-language SA 

• Train on Hindi 

• Test on Hindi 

• Classifier: SVM 

 

 

 

• Does ‘rich cousin’ English help the task more 
than the scarcely-resourced Hindi? 



MT-based SA 

• ‘Good’ translation not expected as long as 
important sentiment-bearing words get 
translated correctly 

• Classifier: SVM 

‘It's infinite, like the last hero 

Imran not look sturdy’.  

Issue: 
वह अनंत के पिछले नायक इमरान की 
तरह दबंग नह ं ददखत े

(He does not look tough like Anant’s 

last hero Imran) 



Resource-based SA 

Using H-SWN for SA 

• For each word in the document, 
1. Apply stop word removal and stemming 

2. Look up the sentiment triple for each word in 
the H-SWN. 

3. Assign to a word the polarity whose score is the 
highest. 

• Assign to a document the polarity which 
majority of its words possess. 

 



Fall-back strategy 

 

 

 

 

 

 

Alternatives 

In-language SA 

MT-based SA 

Resource-based SA 

Fall-back Strategy for SA for target language 

Use corpus in target 
language 

Translate to a 
‘rich’ source 

language 

Develop resources 
for target 
language 

1 2 3 

Accuracy (%) 

78.14 

65.96 

60.31 
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Our implementation of the problem suggested by Dr. Rajat Mohanty 

Available at: http://www.clia.iitb.ac.in/TwitterApp/index.jsp 
 

Sentiment Analysis for  

a new text form  
 

http://www.clia.iitb.ac.in/TwitterApp/index.jsp
http://www.clia.iitb.ac.in/TwitterApp/index.jsp


New Text form: Tweets 

Tweets as opposed to blog posts/reviews: 

• Short 

• Links, smileys 

• Extensions of words (‘haapppyy’ for ‘happy’) 

• Contractions of words (‘abt’ for ‘about’) 

• Difficult for construction of a feature vector to use a 
machine learner 

 

 

 



Working of C-FeeL-IT 

 
User enters a keyword 

Twitter fetcher & cleaner 

Predict sentiment based on 
each version 

Display ‘positive’, 
‘negative’, ‘objective’ 

resource-wise (for 
Version 1 and 2) 



Resources used 

•SentiWordNet  (Andrea & Sebastani,2006) 

•Subjectivity clues  (Weibi et al, 2004) 

•Taboada (Taboada & Grieve, 2004) 

•Inquirer (Stone et al, 1966) 

 



Versions 

• Version 1: ‘Individual words of a tweet 
constitute the sentiment of a tweet.’ 

 

• Version 2: ‘Certain POS bi-tags indicate 
sentiment more than others.’ 

 

• Version 3: ‘A regression classifier can help 
predict the sentiment of a document 
constructed by stitching together tweets.’ 



How do we combine results of 
resources? 

• Accuracy of each of the resources calculated 
on RTPolarity (Pang and Lee, 2005) dataset 

 

• Weight each of them for each label as: 
Weight of a resource for label X= No. of correct instances  for 

label X / Total no. of instances of label X 

 

• Normalized for the three labels 



Combining results of resources 

Sentiment 
Label 

SentiWordNet Pittsburgh Inquirer Taboada 

Positive 0.71 0.739 0.786 0.996 

Negative 0.21 0.49 0.23 0.013 

Weights of resources 

For objective = 1 

 

Predictions are normalized at the end to a consolidated prediction 



How do we select POS tags? 

The movie has a nice story. 
The_DT movie_NN has_VB a_DT nice_JJ 

story_NN. 
DT NN VB DT JJ NN DT_NN NN_VB VB_DT DT_JJ JJ_NN 

Attribute selection using IGR-based 
pruning 

top 10% POS bi-tags 



Heuristics 

• Smileys pinpoint sentiment 

• Negations invert sentiment till a window 

• Extensions indicate magnitude of sentiment 

 



Demonstration 

 



Conclusion 

Looking at three new turfs in which an existing 
SA system can be extended to: 

• A new domain: Novel technique for cross-
domain sentiment prediction 

• A new language: Fall-back strategy for 
sentiment analysis in a new language (case 
taken: Hindi) 

• A new text form: Entity-based search engine 
for analysing tweets for sentiment 



Road ahead 

New Domain: Better intermediary tagged 
system to gain better classification 

 

New Language: Better assistance from resource-
rich language by transitioning to concept 
space 

 

New Text form: Better regression model to 
achieve close-to-reality prediction 
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