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Ideas that do not work!!

We have been seeing the success of SMT solvers and their algorithms.

Today, we will look at the methods that may (or may not) look efficient on paper but do not
perform well!

This lecture is a word of caution, we may have stuck in a local maxima of ideas!!

http://creativecommons.org/licenses/by-nc-sa/4.0/
http://www.cse.iitb.ac.in/~akg/


cbna Automated Reasoning 2020 Instructor: Ashutosh Gupta IITB, India 3

Where are going to look a few less popular methods

I Fourier-Motzkin

I Interior point methods

I Ellipsoid method

I Kermaker’s method

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Topic 15.1

Fourier-Motzkin
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Fourier-Motzkin
The algorithm proceeds by eliminating variables one by one. After eliminating all the variables, if
the input reduces to > then only the input is satisfiable.

For variable x , a conjunction of linear inequalities can be transformed into the following form,
where x does not occur in the linear terms sj , tk , and uk .

m∧
j=1

sj ≤ x ∧
∧̀
i=1

x ≤ ti ∧
n∧

k=1

uk ≤ 0

m
m∧
j=1

∧̀
i=1

sj ≤ ti ∧
n∧

k=1

uk ≤ 0

Exercise 15.1
a. Add support for equality, dis-equality, and strict inequalities
b. What is the complexity?

equisatisfiable but
without x

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Example: Fourier-Motzkin

Example 15.1Consider: −x1 + x2 + 2x3 ≤ 0 ∧ x1 − x2 ≤ 0 ∧ x1 − x3 ≤ 0 ∧ 1− x3 ≤ 0

Suppose we eliminate x1 first. We transform the constraints into our format.
x2 + 2x3 ≤ x1︸ ︷︷ ︸
x1 lower bounded

∧ (x1 ≤ x2 ∧ x1 ≤ x3)︸ ︷︷ ︸
x1 upper bounded

∧ −x3 + 1 ≤ 0︸ ︷︷ ︸
x1 does not occur

Eliminated constraints: x2 + 2x3 ≤ x2 ∧ x2 + 2x3 ≤ x3 ∧ −x3 + 1 ≤ 0

After simplification: x3 ≤ 0 ∧ x2 + x3 ≤ 0 ∧ −x3 + 1 ≤ 0

Since x2 has no lower bound, we can drop x2 atoms: x3 ≤ 0 ∧ −x3 + 1 ≤ 0

Eliminating x3: 1 ≤ 0 ← false formula therefore unsat

Exercise 15.2
How to generate the proof for unsatisfiable conjunctions

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Another example

Example 15.2

Consider: −x1 + x2 + 2x3 ≤ 0 ∧ x1 − x2 ≤ 0 ∧ x1 − x3 ≤ 0 ∧ −x1 ≤ 2

Let us transform to eliminate x1. x2 + 2x3 ≤ x1 ∧ −2 ≤ x1︸ ︷︷ ︸
x1 lower bounded

∧ (x1 ≤ x2 ∧ x1 ≤ x3)︸ ︷︷ ︸
x1 upper bounded

Eliminated constraints: x2 + 2x3 ≤ x2 ∧ x2 + 2x3 ≤ x3 ∧ −2 ≤ x2 ∧ −2 ≤ x3

After simplification: x3 ≤ 0 ∧ x2 + x3 ≤ 0 ∧ −2 ≤ x2 ∧ −2 ≤ x3

Eliminating x2: x3 ≤ 0 ∧ −2 ≤ −x3 ∧ −2 ≤ x3

After simplification: x3 ≤ 0 ∧ −2 ≤ x3

Eliminating x3: −2 ≤ 0 ← true formula therefore sat

Exercise 15.3
How to generate the model for satisfiable conjunctions?

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Fourier-Motzkin in practice

Both complexity and practical performance of the algorithm are bad.

Almost never used in practice, except for some bounded simplifications.

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Topic 15.2

Ellipsoid method
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Ellipsoid method : a Soviet scare

Khachian found the first polynomial time method for linear programming.

http://www.nytimes.com/1979/11/07/archives/a-soviet-discovery-rocks-world-of-mathematics-russians-surprise.html
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Elliposid method

We want to check satisfiability of
Ax ≤ b.

We assume that space Ax ≤ b is bounded and full dimensional.

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Sizes of numbers

Size are define as follows

I For an integer r , size(r) , log2(r)

I For a rational number p/q, size(p/q) , size(p) + size(q)

I For a row/vector c , c , n +
∑

i size(ci )

I For a matrix A, size(A) , mn +
∑

ij size(Aij)

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Coeffcient bounded solution existence

Theorem 15.1
If solution exists of Ax ≤ b, then there is a solution with size less than 4n2φ, where φ is the
maximum row size.

Proof.
Every vertex is a solution of n equalities A′x = b′ from Ax ≤ b.

The vertex is x = A′−1b′, which depends on the size of determinant of A′.

Since determinant sums multiples of n numbers, its size is bounded by 2nφ.

Therefore, size(xi ) ≤ 4nφ. Therefore, size(x) ≤ 4n2φ.

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Minimum volume condition

Theorem 15.2
If Ax ≤ b is satisfiable, volume of Ax ≤ b is bigger than 2−2n(4n2φ)

Proof sketch.
Since Ax ≤ b is sat, bounded, and full-dimensional, there are n + 1 affinely independent vertices
x0, ..., xn of Ax ≤ b.

Since A and b have bounded precision, the size of rational numbers in x0, ..., xn are bounded.

Therefore, the non-zero volume of simplex x0, ..., xn is |det([x1−x0 x2−x0 ... xn−x0])|
n! .

Therefore, the denominator of the volume is bounded. Since the simplex is contained inside
Ax ≤ b, there is a lower bound on the volume.
Commentary: affinely independent vertices means that not all n + 1 points are in some n − 1 dimensional affine space. We have skipped the exact calculation on the
lower bound. Not too difficult to do it yourself.
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Idea!

I We know that if there is a solution, it is in the finite space.

I The finite space can be divided in finite granularity!!

I If we can iteratively divide the space, we may have an efficient algorithm.

We use ellipses to describe and split the finite space.

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Topic 15.3

Understanding ellipses
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Positive definite matrix

Definition 15.1
A symmetric matrix is positive definite if all its eigenvalues are positive.

Theorem 15.3
The following statements are equivalent

1. D is positive definite

2. D = BTB for some non-singular B

3. For each x 6= 0, xTDx > 0

Proof.
(1)⇒(2)

I D can be diagonalized, i.e., D = PTD ′P where D ′ is a diagonal matrix

I Since all eigenvalues are positive we can split D ′ = D ′′D ′′. Therefore, B = PTD ′′

Exercise 15.4
a. Prove (2)⇒(3) b. Prove (3)⇒(1)

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Represnting ellipses

Definition 15.2
The following defines interior of a ellipse

ell(z ,D) := {x |(x − z)TD−1(x − z) ≤ 1}

where is D a n × n positive definite matrix.

I z is the center of the ellipse

I D defines the direction and length of axes

Example 15.3

2-D unit ball is

ell(

[
0
0

]
, I) = {x |xTIx ≤ 1} = {x | |x |2 ≤ 1}

Shorthand for ball ball(z , r) := ell(z , r2I)

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Ellipse example: stretched

Example 15.4

Ellipse x2
1 + 4x2

2 ≤ 4 will be encoded as follows

ell(

[
0
0

]
,

[
4 0
0 1

]
) = {x |xT

[
1/4 0

0 1

]
x ≤ 1}

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Ellipse example: shifted

Example 15.5

Ellipse x2
1 − 4x1 + 4 + 4x2

2 ≤ 4 will be encoded as follows

ell(

[
2
0

]
,

[
4 0
0 1

]
) = {x |(x −

[
2
0

]
)T
[

1/4 0
0 1

]
(x −

[
2
0

]
) ≤ 1}

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Ellipse example: rotated

Example 15.6

Ellipse 5x2
1 + 5x2

2 − 6x1x2 ≤ 8 will be encoded as follows

ell([0, 0],

[
5
8

−3
8

−3
8

5
8

]−1

) = {x |xT
[

5
8

−3
8

−3
8

5
8

]
x ≤ 1}

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Smallest covering ellipse

What is the smallest ellipse in area that covers a half circle?

a

Let a be the unit row vector that defines the half circle, i.e., Ball(0, 1) ∩ ax ≤ 0.

The smallest ellipse is

ell( − aT

n + 1
,

n2

n2 − 1
(I− 2aTa

n + 1
) )

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Volume decays exponentially

One axis of the ball is shrunk by
n

n + 1
.

And the other n − 1 axes are expanded by
n2

n2 − 1

1/2

.(why?)

Therefore the volume is changed by the factor of
n

n + 1

n2

n2 − 1

(n−1)/2

n

n + 1

n2

n2 − 1

(n−1)/2

< e−1/(2n+2).(why?)

http://creativecommons.org/licenses/by-nc-sa/4.0/
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In more general form
Consider the following ellipse ell(z ,D) and direction a

a

The smaller CoveringEllipse(z ,D, a) :=

ell( z − DaT

(n + 1)
√
aDaT

,
n2

n2 − 1
(D − 2DaTaD

(n + 1)
√
aDaT

) )

Since all ellipse are linear transformations of unit ball, the exponential volume reduction still
holds.

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Topic 15.4

Ellipsoid method (algorithm)
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Ellipsoid method

Input Ax ≤ b.

Let us suppose we have initial ellipse ell(z ,D) := ball(0, 24n2φ).

1. if z satisfies Ax ≤ b, return z

2. Otherwise, find inequality ax ≤ δ in Ax ≤ b such that az > δ

3. z ,D := CoveringEllipse(z ,D, a)

4. If volume of ell(z ,D) is too small, return unsatisfiable

5. goto 1

Exercise 15.5
a. Why ax ≤ δ exists at 2?
b. Why smaller ellipses will continue to contain Ax ≤ b?

We know if (Ax ≤ b) is sat,
(Ax ≤ b) ⊆ ball(0, 24n2φ).

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Ellipsoid method illustration

•

a

•

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Ellipsoid method is polynomial

Theorem 15.4
Ellipsoid method runs less than 16n2(4n2φ) iterations.

Proof.

1. Initial ellipse has volume less that (2× 24n2φ)n

2. Volume threshold is 2−2n(4n2φ)

3. Ellipse sizes decrease by the factor of e−1/2(n+1)

Exercise 15.6
Prove that within the 16n2(4n2φ) iterations the ellipse volume will reduce below the threshold

http://creativecommons.org/licenses/by-nc-sa/4.0/
http://www.cse.iitb.ac.in/~akg/


cbna Automated Reasoning 2020 Instructor: Ashutosh Gupta IITB, India 29

Ineffcient method

I Number of iterations depends on the size of the numbers

I Square root needs to be computed, i.e., high precision computation (can be avoided!)

I Experiments show that it can not compete with simplex.

http://creativecommons.org/licenses/by-nc-sa/4.0/
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Topic 15.5

Karmakar’s method
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Karmakar’s method: west strikes back
Karmakar fixed some of the problems in ellipsoid method

http://www.nytimes.com/1984/11/19/us/breakthrough-in-problem-solving.html
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Efficacy of Karmakar’s method

I There are claims that it is far more efficient

I No large scale study to demonstrate (as far as I know!!)

I Later further improvements on Karmakar’s method were found

I However, all SMT solvers still implement simplex

Commentary: For historical context: Who Invented the Interior-Point Method? -David Shanno
https://www.math.uni-bielefeld.de/documenta/vol-ismp/20_shanno-david.pdf
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End of Lecture 15
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