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## What is data?

Things are not data, but information about them is data.

## Example 1.1

Age of people, height of trees, price of stocks, and number of likes.

## Data is big!

We are living in the age of big data!

*Image is from the Internet.

## Exercise 1.1

1. Estimate the number of messages exchanged for status level in Whatsapp.
2. How much text data was used to train ChatGPT?

## We need to work on data

We process data to solve our problems.

## Example 1.2

1. Predict the weather
2. Find a webpage
3. Recognize fingerprint

Disorganized data will need a lot of time to process.

```
Exercise 1.2
How much time do we need to find an element in an array?
```


## Problems

A problem is a pair of input specification and output specification

## Example 1.3

The problem of search consists of the following specifications

- Input specification: an array $S$ of elements and an element e
- Output specification: position of e in $S$ if exists. If not found, return -1.

Output specifications refer to the variables in the input specifications

## Algorithms

An algorithm solves a given problem.

- Input $\in$ Input specifications
- Output $\in$ Output specifications

$$
\text { Input } \longrightarrow \text { Algorithms } \longrightarrow \text { Output }
$$

Note: there can be many algorithms to solve a problem.

## Exercise 1.3

1. What is an algorithm?
2. How is it different from a program?

## Example: an algorithm for search

## Example 1.4

```
int search( int* S, int n, int e) {
    // n is the length of the array S
    // We are looking for element e in S
    for( int i=0; i < n; i++ ) {
        if( S[i] == e ) {
            return i;
        }
    }
    return -1; // Not found
    }
```


## Exercise 1.4

How much time will it take to run the above algorithm if e is not in $S$ ?
Commentary: Answer: We count memory accesses, arithmetic operations (including comparisons), assignments, and jumps. The loop in the program will iterate $n$ times. In each iteration, there will be one memory access $S[i]$, three arithmetic operations $i<n, S[i]==e$ and $i++$, and two jumps. A the initialization, there is an assignment $\mathrm{i}=0$. For the loop exit, there will be one more comparison and jump. Time $=n T_{\text {Read }}+(3 n+2) T_{\text {Arith }}+(2 n+1) T_{\text {jump }}+T_{\text {return }}$

## Data needs structure

Storing data as a pile of stuff, will not work. We need structure.

## Example 1.5



Store files in the order of the year. How do we store data at IIT Bombay Hospital?

## Structured data helps us solve problems faster

We can exploit the structure to design efficient algorithms to solve our problems.

## The goal of this course!

## Example: search on well-structured data

## Example 1.6

Let us consider the problem of search consisting of the following specifications

- Input specification: a non-decreasing array $S$ and an element e
- Output specification: Position of e in S. If not found, return -1.


## Example: search on well-structured data

Let us see how can we exploit the structured data!
Let us try to search 68 in the following array.

- Look at the middle point of the array.
- Since the value at the middle point is less than 68, we search only in the upper half of the array.
- We have halved our search space.



## A better search

## Example 1.7

```
int BinarySearch(int* S, int n, int e){
// S is a sorted array
int first = 0, last = n;
int mid = (first + last) / 2;
while (first < last) {
    if (S[mid] == e) return mid;
    if (S[mid] > e) {
        last = mid;
    } else {
        first = mid + 1;
```

    \}
    mid \(=\) (first + last) / 2;
    \}
return -1;

## Exercise 1.5

Let $n=2^{k-1}$. How much time will it take to run the above algorithm if $S[0]>e$ ?

Topic 1.1

Big-O notation

## How much resource does an algorithm need?

There can be many algorithms to solve a problem.
Some are good and some are bad.
Good algorithms are efficient in

- time and
- space.

Our method of measuring time is cumbersome and machine-dependent.
We need approximate counting that is machine independent.

## Input size

An algorithm may have different running times for different inputs.
How do we think about comparing algorithms?

We define the rough size of the input, usually in terms of important parameters of input.

## Example 1.8

In the problem of search, we say that the number of elements in the array is the input size.

Please note that the size of individual elements is not considered.(why?)

## Best/Average/Worst case

For a given size of inputs, we may further make the following distinction.

1. Best case: Shortest running time for some input.
2. Worst case: Worst running time for some input.
3. Average case: Average running time on all the inputs of the given size.

## Exercise 1.6

How can we modify almost any algorithm to have a good best-case running time?

## Example: Best/Average/Worst case

## Example 1.9

```
int BinarySearch(int* S, int n, int e){
```

    // S is a sorted array
    int first \(=0\), last \(=n\);
    int mid \(=\) (first + last) / 2;
    while (first < last) \{
    if (S[mid] == e) return mid;
    if (S[mid] > e) \{
        last = mid;
    \} else \{
        first \(=\) mid +1 ;
    \}
    mid \(=\) (first + last) / 2;
    \}
    return -1;
    \}

## Asymptotic behavior

For short inputs, an algorithm may use a shortcut for better running time.
To avoid such false comparisons, we look at the behavior of the algorithm in limit.

Ignore hardware-specific details

- Round numbers $100000000000001 \approx 100000000000000$
- Ignore coefficients $3 k T_{\text {Arith }} \approx k$


## Big-O notation: approximate measure

## Definition 1.1

Let $f$ and $g$ be functions $\mathbb{N} \rightarrow \mathbb{N}$. We say $f(n) \in O(g(n))$ if there are $c$ and $n_{0}$ such that

$$
f(n) \leq c g(n) \quad \text { for all } n \geq n_{0} .
$$

- In limit, cg(n) will dominate $f(n)$
- We say $f(n)$ is $O(g(n))$


## Exercise 1.7

Which of the following are the true statements?

- $5 n+8 \in O(n)$
- $5 n+8 \in O\left(n^{2}\right)$
- $5 n^{2}+8 \in O(n)$
- $n^{2}+n \in O\left(n^{2}\right)$
- $500000000000000000000000 n^{2} \in O\left(n^{2}\right)$
- $50 n^{2} \log n+60 n^{2} \in O\left(n^{2} \log n\right)$


## Example: Big-O of the worst case of BinarySearch

## Example 1.10

In BinarySearch, let $n=2^{k-1}$.

1. Worst case:e $\notin S$
$k T_{\text {Read }}+(6 k+5) T_{\text {Arith }}+(3 k+1) T_{\text {jump }}+T_{\text {return }} \in O(k)$
Since $k=\log n+1$, therefore $k \in O(\log n)$ We may also say BinarySearch is $O(\log n)$.

Therefore, the worst-case running time of BinarySearch is $O(\log n)$.

## Exercise 1.8

Prove that $f \in O(g)$ and $g \in O(h)$, then $f \in O(h)$.

## What does Big-O says?

Expresses the approximate number of operations executed by the program as a function of input size

Hierarchy of algorithms

- $O(\log n)$ algorithm is better than $O(n)$
- We say $O(\log n)<O(n)<O\left(n^{2}\right)<O\left(2^{n}\right)$

May hide large constants!!

## Complexity of a problem

The complexity of a problem is the complexity of the best-known algorithm for the problem.

## Exercise 1.9

What is the complexity of the following problem?

- sorting an array
- matrix multiplication


$$
\begin{aligned}
& O\left(n^{2}\right) x \\
& O\left(n^{3}\right) x
\end{aligned}
$$

## Exercise 1.10

What is the best-known complexity for the above problems?

## $\Theta$-Notation

## Definition 1.2 (Tight bound)

Let $f$ and $g$ be functions $\mathbb{N} \rightarrow \mathbb{N}$. We say $f(n) \in \Theta(g(n))$ if there are $c_{1}, c_{2}$, and $n_{0}$ such that

$$
c_{1} g(n) \leq f(n) \leq c_{2} g(n) \quad \text { for all } n \geq n_{0}
$$

There are more variations of the above definition. Please look at the end.

## Names of complexity classes

- Constant: $O(1)$
- Logarithmic: $O(\operatorname{logn})$
- Linear: $O(n)$
- Quadratic: $O\left(n^{2}\right)$
- Polynomial : $O\left(n^{k}\right)$ for some given $k$
- Exponential : $O\left(2^{n}\right)$


## Topic 1.2

## Problem

## Problem: Compute the exact running time of insertion sort.

## Exercise 1.11

The following is the code for insertion sort. Compute the exact worst-case running time of the code in terms of $n$ and the cost of doing various machine operations.

```
for( int j = 1; j < n; j++ ) {
    int key = A[j];
    int i = j-1;
    while( i >= 0 ) {
        if( A[i] > key ) {
        A[i+1] = A[i];
        }else{
        break;
        }
        i--;
    }
    A[i+1] = key;
```


## Problem: additions and multiplication

## Exercise 1.12

What is the time complexity of binary addition and multiplication? How much time does it take to do unary addition?

## Problem: hierarchy of complexity

## Exercise 1.13

Given $f(n)=a_{0} n^{0}+\ldots+a_{d} n^{d}$ and $g(n)=b_{0} n^{0}+\ldots+b_{e} n^{e}$ with $d>e$ and $a_{d}>0_{(\text {why? }), ~ s h o w ~}$ that $f(n) \notin O(g(n))$.
Commentary: Solution: Let us begin by assuming the proposition is False, ergo, $f(n) \in \mathcal{O}(g(n))$. By definition, then, there exists a constants c and $n_{0}$ such that $\forall n \geq n_{0}, f(n) \leq c g(n)$. Hence, we have

$$
\begin{aligned}
& \forall n \geq n_{0}, a_{0} n^{0}+\ldots+a_{d} n^{d} \leq c b_{0} n^{0}+\ldots+b_{e} n^{e} \\
& \forall n \geq n_{0}, \sum_{i=0}^{e}\left(a_{i}-c b_{i}\right) n^{i}+a_{i+1} n^{i+1}+\ldots+a_{d} n^{d} \leq 0
\end{aligned}
$$

By definition of limit

$$
\lim _{n \rightarrow \infty} \sum_{i=0}^{e}\left(a_{i}-c b_{i}\right) n^{i}+a_{i+1} n^{i+1}+\ldots+a_{d} n^{d} \leq 0 \Longrightarrow a_{d} \leq 0
$$

## Order of functions

## Exercise 1.14

- If $f(n) \leq F(n)$ and $G(n) \geq g(n)$ (in order sense) then show that $\frac{f(n)}{G(n)} \leq \frac{F(n)}{g(n)}$.
- Is $f(n)$ the same order as $f(n)|\sin (n)|$ ?


## Topic 1.3

## Extra slides: More on complexity

## $\Omega$ notation

## Definition 1.3 (Lower bound)

Let $f$ and $g$ be functions $\mathbb{N} \rightarrow \mathbb{N}$. We say $f(n) \in \Omega(g(n))$ if there are $c$ and $n_{0}$ such that

$$
\operatorname{cg}(n) \leq f(n) \quad \text { for all } n \geq n_{0}
$$

## Small-o, $\omega$ notation

Definition 1.4 (Strict Upper bound)
Let $f$ and $g$ be functions $\mathbb{N} \rightarrow \mathbb{N}$. We say $f(n) \in o(g(n))$ if for each $c$, there is $n_{0}$ such that

$$
f(n) \leq \operatorname{cg}(n) \quad \text { for all } n \geq n_{0} .
$$

Definition 1.5 (Strict Lower bound)
Let $f$ and $g$ be functions $\mathbb{N} \rightarrow \mathbb{N}$. We say $f(n) \in \omega(g(n))$ if for each $c$, there is $n_{0}$ such that

$$
\operatorname{cg}(n) \leq f(n) \quad \text { for all } n \geq n_{0} .
$$

## Size of functions

We can define the order over functions using the above notations

- $f(n) \in O(g(n))$ implies $f(n) \leq g(n)$
- $f(n) \in o(g(n))$ implies $f(n)<g(n)$
- $f(n) \in \Omega(g(n))$ implies $f(n) \geq g(n)$
- $f(n) \in \omega(g(n))$ implies $f(n)>g(n)$
- $f(n) \in \Theta(g(n))$ implies $f(n)=g(n)$


## End of Lecture 1

