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Shhh... for the next 3600000000000ns

2

Btw, feel free to ask/interrupt 

Two checkpoints: Slide #35 and 67



My journey at IITM (CS10S003 – CS10D019) 

3
Brownian motion between RISE lab and PACE lab, through DCF 



Un Dino Ki Baat Hai (Same T-shirt ☺) 

4

BSB-349 ☺
PACT 2012 

CWC 2011 

Takeaway: Consistency is the key ☺



The ups and downs

5

Joined MS, 
December 
2009 ☺☺



The ups and downs
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Joined MS, 
December 
2009 ☺☺

December 2011, 
Fixing simulator 
Research 
Scooped too 



The ups and downs
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Joined MS, 
December 
2009 ☺☺

January 2012
Progress meeting 

December 2011, 
Fixing simulator 
Research 
Scooped too 



The ups and downs
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Joined MS, 
December 
2009 ☺☺

February 5, 2012
Applied for MS to 
PhD?
Committee? Nah 
Committee? Nah 
Committee? 
Ohhhkkkk

January 2012
Progress meeting 

December 2011, 
Fixing simulator 
Research 
Scooped too 



The ups and downs@Research

9

Joined MS, 
December 
2009 ☺☺

March 2014 
to July 2015

Papers at 
DATE, PACT, 
CAL, TACO  

All is well ☺

The real story ☺☺

Thanks @CSE-IITM  

January 2012
Progress meeting 

December 2011, 
Fixing simulator 
Research 
Scooped too 

February 5, 2012
Applied for MS to 
PhD?
Committee? Nah 
Committee? Nah 
Committee? 
Ohhhkkkk , will I ? 



After 2015: It is a daily affair  
Papers at DATE, CAL, ISPASS, PACT, MICRO, ISCA ☺

Tons of questions ?  



Shhh… Time for the Talk now



Microarchitecture:101 
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Architecture

Memory

ISA

Registers

Programmer
(user/compiler/OS)

Not exposed to programmer

Caches, TLBs,

Branch predictors,

Prefetchers, Interconnect, 

Out-of-order execution                 



But, Microarchitecture research is dead? 
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Hardware is new software
People who are really serious about 
software should make their own hardware  
- Alan Kay, father of PCs

14

Hardware is new software 



and... Domain specific processors

15
Dead? Stop listening … 



Context@Talk

16

Programs (including OS) running on CPUs



Let’s run an application 

17

Web search, next time chatGPT maybe ☺

CPU: Intel Haswell 



And the bottleneck [Google’s websearch]

18More than 50%  even with caches 

Focus of my talk



Back-end memory bottleneck (100s cc)

19



Retiring bottleneck in an out-of-order Core 

20Even an L1 hit has to wait for a DRAM access 

ROB (re-order buffer)



Microarchitect’s dream (impossible though)

21



Retiring bottleneck in an out-of-order Core 

22Even an L1 hit has to wait, Nah, no more ☺
ROB (re-order buffer)

1. LOAD

3. LOAD
4. LOAD
5. MUL

2. SUB
1. LOAD ☺

3. LOAD ☺
4. LOAD ☺
5. MUL☺

2. SUB ☺

L1 Cache: 5 cycles ☺

L1 Cache: 5 cycles ☺
L1 Cache: 5 cycles ☺

1 cycle ☺

2 cycles ☺

Yippee



Microarchitects ? 

23

Microscopic view on 
microarchitecture problems

Microarchitecture solutions 



Microarchitecture: A Hardware Prefetcher 

24



The reality from last 30 years 

25

Academia and industry: L2 prefetchers

Challenges: many for a practical L1 prefetcher 

A lightweight/high-performing L1 prefetcher: 
Impossible



Guru Gyan

26

Start solving a research problem 
when the most@research
community: “we are done”

Andre Seznec, 
My mentor, post-PhD



What about impact?

• Write the first flagship conference paper on a 
research topic  (US centric, large groups) 

or

• Write the final flagship conference paper on a 
research topic (My approach, ekla chalo re☺) 

27



Is it Really Impossible? 2018 around

28



Why? Challenges

29

Core
Should be lightweight, L1-D is 
48KB 

demand prefetch

L1-D L1 PF
lookup latency: five cycles 
prefetcher should be agile 

Many more issues: bandwidth, port contention, and others 

48KB



Opportunity: L1-D Prefetching

30

L1-D is the best place (virtual addresses)

Unfiltered memory access pattern 

Prefetched blocks filled into L1-D, L2, and L3

PF



Oh yes, it is possible 

31

Bouquet of Instruction Pointer 
Classifier based prefetching 
[ISCA 2020]

Samuel, Remote Mentee, BITS Pilani
[2018-2020]

M.S. @ Texas A&M 



Message I: Dare to be different

32



Well, It is possible 

33

Bouquet approach for prefetching 

SPP [MICRO ‘16]:               6KB, 35%  
PPF [ISCA ‘19]:                                             34KB, 39% 
DSPATCH [MICRO ‘19]:                             40KB, 42%
Bingo [HPCA ‘19]:                                     119KB, 43% 
IPCP   [ISCA ‘20]:                                       800B, 45%  

What is the FUSS? Only 2% improvement



1% improvement matters

• “Microarchitects can kill their grandmothers to get 
0.5% improvement”

• “1% improvement in industry is a cause for celebration”

• “1% improvements on multiple microarchitecture ideas 
make a big difference in the final revenue”

34



PAUSE for a minute 



What next? 

36

Community started looking at L1 prefetchers ☺

Hang on. 
What next for me and my mentees? 
Why no FUSS about energy? 



Do not forget energy ☺

37

Energy-Efficient Hardware Data 
Prefetching [IEEE CAL 2021] 

Neelu, M.S. by Research, IIT Kanpur 
[2019-2021] 

Ph.D.@EPFL



Energy Consumption: 101

38



Power-gating for mitigating static energy  

39

More requests in the memory hierarchy can 
lead to higher energy consumption

Core

Demand
request

Prefetch
request

L1D 
Cache

L2 Cache

Prefetcher

L2 CacheL2 Cache



Power-gating for mitigating static energy  

40

More requests in the memory hierarchy can 
lead to higher energy consumption

Core

Demand
request

Prefetch
request

L1D 
Cache

L2 Cache

Prefetcher

L2 CacheL2 Cache



Let’s Quantify it 

41

No publicly available tool that can 
provide faithful numbers 

We showed our results to 
major research labs ☺☺

They said No, Yes, and No ☺

Took 10 months and finally Intel said YES

No publicly available tool that can 
provide faithful numbers 

We showed our results to 
major research labs ☺☺



Message II: Hang in there, 
persist++  

42



Where is the problem?

43

Coverage: Fraction of cache misses that become hits

Accuracy: Fraction of prefetch requests that provide hits

Of course, accuracy is not 100%, not even 90% 



Trivial Solution: Instruction Criticality 

44

In-order Instruction 
Sequence

Interaction
With 

Memory

Execution Cycles

Load R1, [R2] LLC Miss 150 cycles

Add R3, R1, R4 1 cycle

Load R5, [R6] L2 Hit 15 cycles

Mult R7, R3, R8 3 cycles

ROB Head

Prefetch data only for critical loads that delay retiring 
instructions 



Why is this a big deal?

45

Only tens of IPs are 
critical among 
hundreds/thousands! ☺



Is this New?

46

Key insight: Only the instructions on the 
critical execution path matter to performance



This is a 20-year-old 
problem/solution

• What is the big 
deal here? 

• Simple idea ☺
Prior works build a data
dependency graph in
hardware 

47



Simplest metric: ROB Occupancy + Stall frequency

48

Stalls Per Kilo Cycles (SPKC):
IPs causing 90% of ROB stalls: 27.7
IPs causing remaining ROB stalls: 3

IPs causing 90% of ROB stalls have a 
higher average ROB occupancy

ROB occupancy + stall frequency
used for critical IP detection



Connecting the dots  

49

Idea                            Storage                 Performance     Energy
(Lower)                    (Higher)           (Lower)

ISCA ’20                          1KB                          45% 50%
CAL’21                      +2.5KB                          43%                45%



Is this a good deal? 

50

2% loss in performance, no big deal ☺ ??

Hardware Prefetching research: 
2 to 3% performance improvement in 2 years 



The Pertinent Question

51

Can we have a prefetcher that is energy-efficient and 
yet high performing?



52



Pushing the limits of an L1 Prefetcher

53

Berti, State-of-the-art L1 Prefetcher 
[MICRO 2022]

Agustin, Ph.D. Universidad de Zaragoza

Defending next week ☺



The Problem and the approach

54

Approach: given an access to 
address X, what should be the d? 

We call it the “delta”

Access to X, prefetch X+d

L1D 
Cache

L2 Cache

Prefetcher

L2 CacheL2/LLC/DRAM
X+d

X



Observation-I

55

for (i = 0; i < N; i=i+16) {

sum +=c[i];  

if(i%4==0)

reduce +=d[i];

}
Deltas for each load (IP) is different



Where existing local prefetchers fail?  

56

for (i=1;i<=7;i++)

{

x = a[i] // 1, 2, 3, 4, 5, 6, 7 

}

Strides: +1, +1, +1, +1, +1, +1 ☺ ☺

Inorder LOADs to L1

for (i=1;i<=7;i++)

{

x = a[i] // 1, 3, 2, 4, 6, 7, 5 

}

Strides: +2, -1, +2, +2, +1, -2  

Out of order LOADs to L1

Inorder LOADs to L1

Out of order LOADs to L1



Presenting Berti

57

Berti: per-IP best request time 
aggregate of deltas



Why Time? Devil is in the details 

58

Time to fetch the data into L1 is not constant 

22 to 2098 cycles with an average of 278 cycles on a 4-core system

Each IP has a different time to fetch (locality, reuse, queueing delay etc) 

In summary out of order memory hierarchy  



The notion of timely local deltas 

59



The updated question of interest

60

“for an L1D access to address X, what is the timely 
and accurate delta (d) that should be used for 
prefetching?”



Idea in one slide

61

..time

@2 @5 @10 @12 F12

. . .0 30 50 70 120

Fill latency = 50

Time to fetch @12

Timely delta: +10



Our Insights

62

“Timely deltas that provide the best local coverage
also contribute to high global accuracy.”



Berti as a package 

63

High coverage

High accuracy, low 
traffic and energy

Low storage overhead

High coverage

High accuracy, low 
traffic and energy



What about performance? 

64

3.5% performance improvement over IPCP 
[ISCA 2020]

Berti provides ~90% accuracy ☺☺

Berti consumes additional ~11% energy



Connecting the dots  

65

Idea                            Storage                 Performance     Energy
(Lower)                    (Higher)           (Lower)

ISCA ’20                         1KB                          45% 50%
CAL’21                      +2.5KB                         43%                45%
MICRO’22                +1.5KB                          48.5% 11%



Message-III: Keep Pushing

66



PAUSE for a minute 



Finally, do not forget address translations ☺

68

Address Translation Conscious Cache 
Hierarchy [ISPASS 2022] 

Vasudha, M.S. by Research, IIT Kanpur 
[2019-2021] 

Qualcomm Microarchitecture Team



Virtual Memory 

69

App. 1

Virtual address space

App. 2

Virtual address space

Printf (“%d”, &a); Printf (“%d”, &a); 

100 100



Page Table

70
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Page Table Walk

71
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The Memory Hierarchy

72

Interconnect

L3

Core 3
L1 $
L2 $

Core 2

L1 $
L2 $

Core 1

L1 $
L2 $

Core 0

L1 $
L2 $

L2 TLB
Page table walker  
(PTW)

L1 TLB



Misses and latencies 

73

DATA  MISS 
(CACHE)

TRANSLATION 
MISS

(TLB)

1 DRAM access in worst case

5 DRAM accesses in worst case 

What happens if we have both?... 6 DRAM accesses



New terms

74

STLB

DTLB

Virtual Address

Lookup for Non-
Replay load

Lookup for 
Replay load

Hit

Miss



Processor Stalls because of translations

Average ROB stall cycles due to STLB miss is 33, 
replay is 191 and remaining loads is 47. 
If an OS page is cold then data will be even cooler 75



How cache management policies react to 
Replays

Current cache management policies fail to reduce the replay 
misses at LLC 76



Will data prefetchers work for replay?

State-of-the-art data prefetchers also fail to 
reduce the replay misses 77



Enhancement-I: Treat translations differently 

78

Cache block = IsTranslation?

Keep them in cache hierarchy for a long time

Data blocks will come and go 

Yipee. 99% hit rate at the cache hierarchy for translations



Enhancement-II: Translation hit triggered Prefetcher

79



Takeaway message: Common Sense 

80



Reduction in Processor Stalls

ROB stall cycles get reduced by 28.76% for translations and 18.5% for replay 
loads, leading to 4.8% performance improvement 81



Bouquet of microarchitecture ideas 

82

Idea                            Storage                 Performance     Energy
(Lower)                    (Higher)           (Lower)

ISCA ’20                          1KB                          45% 50%
CAL’21                      +2.5KB                          43%                45%
MICRO’22                   2.5KB                          48.5% 11%
ISPASS’22                +0.0KB ☺ +4.5%, data-intensive apps.

Shh.. Microarchitects at work !



Bouquet of microarchitecture ideas 

83

Idea                            Storage                 Performance     Energy
(Lower)                    (Higher)           (Lower)

ISCA ’20                          1KB                          45% 50%
CAL’21                      +2.5KB                         43%                45%
MICRO’22                   2.5KB                          48.5% 11%
ISPASS’22                +0.0KB ☺ +4.5%, data-intensive apps.

Microarchitecture research is fun and rewarding ☺
Stop listening to …



What Next? Security, performance, both

84

Miles to go before I (we) sleep

Microarchitects are on it ☺



CASPER@IITB 

In search of  micro-architects for 

performance and security research  

85

If you like vada pav along with dosa, do consider joining ☺



In a nutshell

86

What do we do? 

Dream the impossible and ask the right questions 
to make it possible

My take from last five years: 

If you know the problem well then 
you know the solution well too 



Microarch. Research – Test Match Cricket 

87

"Play Life like a Cricket match. 

Don’t try to hit hard in every situation, Just keep rotating, 
moving, and then look for that one delivery and hit it as 
hard as you can.”



Dhanyavaad

88

Work done remotely (COVID-19  )



Dhanyavaad CSE-IITM 

89
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