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Tomasulo, O3 completion, we need inorder complete
(commit)®

In-order Out-of-order In-order
Fetch | Decode ——| Reorder Buffer |—— Commit
Kil {
Kill =
Execute |

Inject handler PC

e Instructions fetched and decoded into instruction
reorder buffer in-order

e Execution is out-of-order ( = out-of-order completion)

e Commit (write-back to architectural state, i.e., redfile &
memory) is in-order

Temporary storage needed to hold results before commit
(shadow registers and store buffers)
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Dynamic scheduling with speculative
execution

| S
y
S Reorder
N Q Buffer
o £ O FP
x . B 5 Op |
" 3 9 =2 9 Queue FP Regs
0 Q X o c
fa) o w > a 1
Reor'der' Table Res Stations Res Stations
FP Adder FP Addern

Need as many ports on ROB as register file
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Speculative O3 with Tomasulo and ROB

Issue—get instruction from FP Op Queue
If reservation station and reorder buffer slot free, issue instr & send operands & reorder
buffer no. for destination (this stage sometimes called “dispatch”)

Execution—operate on operands (EX)
When both operands ready then execute; if not ready, watch CDB for result; when both in
reservation station, execute; checks RAW (sometimes called “issue”

Write result—finish execution (WB)
Write on Common Data Bus to all awaiting FUs
& reorder buffer; mark reservation station available.

Commit—When instruction reaches head of the ROB, update register with reorder result

When instr. at head of reorder buffer & result present, update register with result (or store
to memory) and remove instr from reorder buffer. Mispredicted branch flushes reorder
buffer (sometimes called “graduation”)
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FP Op
Queue

Reorder Buffer

Dest

Registers

é

Done?

ROB7  Newest

ROB6

Oldest

FO

LD FO,10(R2) N | rOB1

Dest

Reservation
Stations
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FP Op
Queue

Done?

é

ROB7

ROB6

Reorder Buffer

ADDD F10,F4,

FO |N | rOB2

LD FO0,10(R2)

Fl
FO
Registers
Dest
2 JADDD [R(F4) ,ROB1 Dest

Reservation
Stations
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Done?
FP Op ﬁ ROB7 Newest
Queue ROB6
ROB5

Reorder Buffer

F2 DIVD F2,F10,F6 |N

If the predicted taken path is wrong, Fl ADDD F10,F4,FO0 |N |roB2| ()dest
flush out all instructions from the ROB FO LD FO,10(R2) |N |roB1
and reissue in the correct order ‘ l
Registers To
Memory
Dfs'r Dest from

2 |IADDD |R (F4) ,ROB1

3 IDIVD |[ROB2 R (F6)

Reservation
Stations

Remember exception/page
fault handling gets resolved
when the instruction
reaches the head of the ROB
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Memory Disambiguation

* Question: Given a load that follows a store in program order,

are the two related?
* (Alternatively: is there a RAW hazard between the store and the load)?

Eg: st 0(R2),R5
1d R6, 0 (R3)

* Can we go ahead and start the load early?
* Answer is that we are not allowed to start load until we know that address O(R2) = O(R3)
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A Complex world

If we start fetching multiple instructions in one go;
multiple issue;

All the structures should be updated concurrently for
multiple instructions ®

Modern processors use pipelined structures. Updates
at the rising/falling edges.
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Intel Core 2 Architecture
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Some more

Front End et o _
Cache Twg| L1 Instruction Cache
Lr0F Cache 3ZKIE B-Way Fstruction
Tog TLE
| 16 Bytes/cycle
Eranch
Predictor s tnuction Fetch & PreDecods
(BPU 116 8 wndow |
BSDE  RAOF  MODS  MOE ASDE  MAOE E
— | —— o
[ Errnger )| ™~
BelE pDS AADS pDe AR :—
Micrateda 5. Wiy Docods
S T
m |‘i| el | el el Sirepd
lﬂ*ml I'.qu;\d:: I'.Iu:.'l\.':r |I'.Iu':l\:l\::J|I'.lu':l\:l\::r I'.Iu:.'l\.':J
| = [y oy g T3 ik
Ergi s
Frs =E
S pie [ wore wre v
Dok Strauam Bufier (05T
(HOP Cac iy ' L]
G T = 7
}-:m Mivcaien Juass JOG) (138 Jxéd pﬂi‘sllhkra-rllun |
Branch Ordar Buia
| Buapichae Alia s Tabda (AT |'*q, P pOF 0P P O pOP 'ﬂ:'-"-‘ﬁl-;-ﬁ::rwlr
Ranamaes [ Alooate | Retromaont
= e Aoe | petement B o | [fawing i |
F E - i e i 3 e i 3
! L . Setiidisler - -
i L hagarn | Ui Mesmeaaion Staton g1 [ 1L S
[ ]
g =2k
— = m g
AN S -] & E En:'_
m
<
ERET ey
EUs
Execution Engine Stare Buffer & Farwarding
154 entries | E
= ~.
1 3
Ciata TLE =
oo B !.' Ll Data Cache 4 "
{72 entries ) | 4 3ZKiB B-Way
!.- Line Rl Buiters {ILFB|

Computer Architecture Memory Subsystem

{10 anfries |

S8 cycle

oo 1

12



Some

from IBM
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AMD

G4K -Cache 4 way

Branch Prediction

Op-Cache

Micro-op Queue
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Look for

For Example,

https://en.wikichip.org/wiki/intel

https://ark.intel.com/content/www/us/en/ark.htmi# @
Processors
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Doh Jeh
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