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Lecture 5: It’s the Memory Stupid
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Row Buffer

Access Address:

(Row 0, Column 0) Columns

(Row 0, Column 1)

(Row 0, Column 85) Commands of interest:

(Row 1, Column 0) g oo ACTIVATE
S RS BT S PRECHARGE

Row address @ —— @ T O S O S 2 COLUMN READ
o 0 O O -
0? Page policy:
OPEN
L CLOSED

Row Buffer EONFLICT !

Column address $5—>\ Column mux/

l

Data




DRAM

Capacity
Latency
Bandwidth
Power
Reliability

Security



DRAM Addressing

[ZGB DRAM, 8 Banks, 16K rows, 2K Columns per bank J

[Cache Interleaving: Consecutive cache blocks in consecutive banks

I Row (14 bits) I High Column I Bank (3 bits) I Low Col. I Byte in bus (3 bits) I

8 bits 3 bits

[Row Interleaving: Consecutive rows in consecutive banks

I Row (14 bits) I Bank (3 bits) I Column (11 bits) I Byte in bus (3 bits) I




DRAM Controller

LLC

DRAM Addr. Mapper
Controller TCUNN

Command a”dl IDoubIe Data Rate (DDR)
Address bus Data bus (burst length= eight beats each of 64-bits)
Frequency | | Frequency
200MH> SN 1 CO0M Hz
1066MHz B 2133MHz

pesil 2666MHz



DRAM Bandwidth

Theoretical
Names Memory clock 1/0 bus clock Transfer rate bandwidth
DDR-200, PC-1600 100 MHz 100 MHz 200 MT/s 1.6 GB/s
DDR-400, PC-3200 200 MHz 200 MHz 400 MT/s 3.2 GB/s
DDR2-800, PC2-6400 200 MHz 400 MHz 800 MT/s 6.4 GB/s
DDR3-1600, PC3-12800 200 MHz 800 MHz 1600 MT/s 12.8 GB/s
DDR4-2400, PC4-19200 300 MHz 1200 MHz 2400 MT/s 19.2 GB/s
DDR4-3200, PC4-25600 400 MHz 1600 MHz 3200 MT/s 25.6 GB/s
DDR5-4800, PC5-38400 300 MHz 2400 MHz 4800 MT/s 38.4 GB/s
DDR5-6400, PC5-51200 400 MHz 3200 MHz 6400 MT/s 51.2 GB/s



https://en.wikipedia.org/wiki/Transfer_(computing)

High Bandwidth Memory (HBM)

* Base logic layer (blue), CPU and Memory glued by
TSV

* Multiple DRAM chip layers

* Significantly higher bandwidth (200 to 800 GB/s)
* What is the problem then? Capacity ®

* HBM3: 819.2 GB/sec Capacity: 24GB ®




DRAM/DRAM-Controller for Performance

Heavily mined research area: DRAM scheduling, DRAM address mappers,
fairness, QOS, prefetch awareness, .........



The Performance Perspective
* All of Google’s Data Center Workloads (ISCA 2015):

B Retiring
[—1 Front-end bound

Bl Bad speculation
1 Back-end bound

ads ‘ ‘ “
bigtable —
e — £ = ———
flight-search ——

gmail = : |

gmail-fe —! =

indexingl

indexing2 H  F II
search] T H 2
search2

] e — 8
video —

400.perlbench
445.gobmk
429.mcf
471.omnetpp
433.milc

0 20 40 60 80 100 120
Pipeline slot breakdown (%)



Data Movement vs. Computation Energy
Communication Dominates Arithmetic

Dally, HIPEAC 2015

Efficient

200 B | off-chip link

256-bit access
8 kB SRAM

A memory access consumes ~1000X
the energy of a complex addition
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Data Movement vs. Computation Energy

* Data movement is a major system energy bottleneck

e Comprises 41% of mobile system energy during web browsing [2]
e Costs ~115 times as much energy as an ADD operation [1, 2]

Data Movement

\

—

P I I . - . -y,

[1]: Reducing data Movement Energy via Online Data Clustering and Encoding (MICRO’16)
[2]: Quantifying the energy cost of data movement for emerging smart phone workloads on mobile platforms (11ISWC’14)



Processing Near Memory

Move compute near memory
What compute to move? (simple functions)
Mapping computation (heterogenous computing) ?

Virtual memory ?

Data Movement

Processing-ln-Memoryl(?’PlM)



Non-volatile Persistent Memory

b i | | E,
& | S 8
g imel) <l (intel)

W, OPTANEY OPTANE
1S MEMORY MEMORY

Two modes

Application mode: Non-volatile, app/OS can decide what/where..
Memory mode: Volatile, DRAM acts like a cache © More capacity
Non-volatile LLC too © Write-latency is higher than volatile LLC ®14
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From Performance to
Security




DRAM Row Shared ®

Sandy Bridge /w 1 DIMM

DRAM bank

00000000

00000000

00000000

00000000

00000000

00000000

00000000

000000O0O

row buffer

2 pages per row
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Side Channel

ﬂﬂ S ) oM " pl ot

—

Victim Spy

'
nnnunnnr .' ﬂw i w |

s

Side-channel attacks
4 I
Row-hits: Fast access
\Conflicts: Slow access )
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Covert Channel
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[Coverbchannelaﬂacks }
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Something more: Integrity
attacks




Rowhammer

= Row of Cells = Wordline

— Victim Row —
Aggressqy iliv(x

— Victim Row —

= Row —

Repeatedly opening and closing a row
induces disturbance errors in adjacent rows
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Rowhammer

= Row of Cells = Wordline

— Victim Row —
Aggressqy iliv(x

— Victim Row —

= Row —

“It’s like breaking into an apartment by repeatedly slamming a neighbor’s door
until the vibrations open the door you were after” — Motherboard Vice 22



The Code Please

x86 CPU

1. Avoid cache hits
— Flush X from cache

2. Avoid row hits to X
— Read Y in another row

DRAM Module

.
B b ll“!lml .
LT T

vens

0
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olc
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£ -l L

:
® 9%% 000 0%0000 ** %% 0 ¢ [T
. B OO OO I L L, ©
:
ai: -uu uuuu

111111111
X—> 111111111
111111111
111111111
Y—> 111111111
111111111
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The code please

loop:

mov (), %Teax
mov (), %Tebx
clflush ()

clflush ()
mfence
Jmp loop

001110111

X—>11111[1111

101111101

110001011

Y—> 111111111

011011110

24



Why? Electromagnetic Coupling

Toggling the wordline voltage briefly increases the voltage

of adjacent wordlines

Slightly opens adjacent rows =2 Charge Ieakage

Row Hammer DRAM Bug Now Exploitable = e
JavaScript, Most DDR3 Memory Chips Vuln

MAIN MENU MY STORIES: FORUMS

Row Hamumer DRAM RISK ASSESSMENT

Access to Physical M

with s

n~q memory shown to be

... Once thought safe, DDR4

Once thought safe, DDR4 memory shown to
. be vulnerable to “Rowhammer”

ome Dan Goodi

Row Hammer DRAM Bug
Exploited, Unlocks Access

to Physical Memory,
March 9 2015

N€

r AR riment
Row Hammer can be launched from any website thout Access

Row Hammer DRAM Bug
Now E[Flipping DRAM bits -

-~ JavaS{maliciously,
“IMemo|December 29, 2014
- July 29 2015

hird /0, we belleve thal this problem Is significantly worse than what Is

ress space in the memory is isolated from that of other processes, but the
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Two Days
Before

Spechammer &




Cold boot attacks

-. " ';!‘{Before powering off }

Freeze itto -50 ° C}
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Cool

28



After 5
Seconds
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300 Seconds
Think about non-
volatile memory



Thanks




