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Abstract

Applicationservicedor theend-useareall importantin
today’scommunicatiometworks,andcoulddictatethesuc-
cessor failure of technologyor serviceproviders[39]. It is
importantto develop and deploy applicationfunctionality
quickly [18]. The ability to compose servicesfrom inde-
pendentprovidersprovidesa flexible way to quickly build
new end-to-endunctionality. Suchcompositionof services
acrossthe network and acrossdifferent serviceproviders
becomesespeciallyimportantin the context of growing
popularity and heterogeneityn 3G+ accessetworks and
devices[25].

In this work, we provide a framework for constructing
such composed services on the Internet.

Rolustnessaindhigh-availability arecrucial for Internet
services.While clusterbasedmodelsfor resilienceto fail-
ureshave beenbuilt for web-serers[27] aswell asproxy
serviceq11, 4], theseareinadequatén the context of com-
posedservices.This is especiallyso whenthe application
sessioris long-lived, andfailureshave to behandledduring
asession.

In the context of composed services, we address the im-
portant and challenging issues of resilience to failures, and
adapting to changes in overall performance during long-
lived sessions.

Our framework is basedon a connection-orientedver
lay network of compute-clustersn the Internet. The over
lay network provides the context for composingservices
over the wide-area,and monitoring for livenessand per
formanceof a session. We have performedinitial analy-
sesof the feasibility of network failure detectionover the
wide-arealnternet. And we have a preliminary evaluation
of the overheadassociatedvith suchan overlay network.
We presentbur plansfor further evaluationandrefinement
of the architectureandfor examiningissueselatedto the
creationof the overlaytopology

1 Intr oduction

Application functionality for the end-useiis the driving
force behinddevelopmentof technologyandits adoption.
It is importantto be ableto developanddeploy new func-
tionality quickly [18]. Compositionof existing servicesto
achiese naw functionality enablessuchquick development
throughreuseof alreadydeployed components.Consider
for example the scenaricshovn in Figurel.
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Figure 1. Service composition: an example

A video-on-demanderviceis deployed by provider A.
We wish to enablethis functionalityin a novel handheldn
awirelessaccessietwork. Sincethedevice capabilitiesare
limited, we may needto transcodeyeducethe frame size
and/orrate,or in ary otherway adapto thedevice capabili-
ties. Thetransformatioragentecessarfor thisis deployed
by serviceprovider B. Thewirelessserviceprovider“com-
poses’thesewo servicego reachthevideoto theend-user

Such compositionenablesquick developmentof func-
tionality sincethewirelessserviceproviderneednotdeploy
theotherservicesNot only is thetime to codedevelopment
reducedecausef reuseof existing functionality, but also,
thewirelessprovider doesnot have the hassleof deploying
andmaintainingthe otherservices.



We have the notion of a service-level path of composed
or cascadedervices. In therestof the paper unlessqual-
ified otherwise,we shall usethe term “service” asin this
contet.

Service compositionis especiallyimportant since the
Internetis fastgrowing to be a middleware serviceplat-
form [38]. Third generationmobile and cellular systems
andbeyond arecurrentlybeingstandardize@ndwill soon
bedeployedby serviceproviders[31, 28]. Thenumberand
diversityof mobiledevicesandaccessetworksareexhibit-
ing a growing trend[25]. Several architectureave been
proposedor theintegrationof servicesacrosssuchhetero-
geneity[38, 22, 37,12].
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Figure 2. Application scenarios with hetero-
geneous networks

Two otherexamplesof servicecompositionin the con-
text of suchintegrationare shavn in Figure2. In the ex-
ample themiddlewareplatformfor serviceintegrationcon-
sistsof differenttransformatioragentsin thefirst example,
anInternethostusinga G.729audiocodingcommunicates
with a GSM cellularphone.Theaudiostreamgoesthrough
anappropriatecodecdeployed by anindependenprovider
P. (This canbe considerecdh simple caseof composition—
with only oneintermediateservice).In thesecondexample,
the emailserviceof provider Q is composedvith atext-to-
speectconversionagentdeployed by provider R to enable
theuserto listento emailsover cellularphone.

Servicesmay needto be composedacrossthe network
sincedifferentserviceprovidersmay deploy their services
at different locations. Furthermore,some servicesmay
have specific hardware implementationsfor performance
reasons. In spite of the strongmotivation for such com-

posedservicesthereexistsno framewvork todayto compose
servicesacrosshe network, acrossserviceproviders.

In this work, we provide a framework for constructing
such composed services on the Internet.

Rolustnessandhigh-availability to the end-usearecru-
cial for Internetservices.The availability requirementgor
real-timeor interactve communicationservicesare espe-
cially stringent[24]. Furthermorejn mary casesservice-
level pathscould persistfor along time. Thatis, thereis a
long-lived session: for afew minutes,or maybeevenhours.
It becomesmportantto keeptrack of thelivenessandper
formanceof a sessioraslong asit lives.

In the context of composed services, we address the im-
portant and challenging issues of resilience to failures, and
adapting to changes in overall performance during long-
lived sessions.

1.1 Requirementsand Open Challenges

A frameawork for robustcompositionof servicesshould
includeatleastthefollowing:

1. A designfor how servicesaredeployedandreplicated
by thedifferentserviceproviders;andadesignfor how
servicesarelocated,who composeservicesandhow
aservice-leel pathis created.

2. Importantly we needmechanismé$or resilienceto dif-
ferentkindsof failures.We needto detectfailuresand
recover from them.

3. Whenthere are multiple replicasof eachservice,at
differentpointsin the network, we needto be ableto
choosebetweenthe mary service-leel pathsthatare
possible Thatis, we needto optimizetheservice-leel
pathwe constructaiccordingo someperformancenet-
ric; andwe needto have this performancenformation
available.

Thefirst issueof compositionof servicesacrossservice
providersandacrosshe network is a challengingproblem.
The designneedsto allow enoughflexibility for new ser
vice providersto addtheir services;but thereshouldalso
be right level of coupling betweenservicesto allow com-
position. Thatis, servicecannotbe completelyignorantof
oneanother The TACC modelfor proxy serviceqd11] ad-
dresseghis, but doesso within a single service-preider
cluster Themechanisnto composeservicesacrosghenet-
work hasnotbeenaddresseddequatelsofar.

The secondissueof robustnesof Internetserviceshas
beenan importanttopic of research. Clustershave been
usedasa platformfor constructiorandmanagementf ro-
bust Internetservices[11, 4, 27]. While clustersprovide
a naturalplatform for redundanyg, the mechanismsrein-
adequatén the context of a service-leel paththat extends



acrosghenetwork. Furthermorewhile clustershandlepro-
cess/machine level failures, they provide little supportwhen
it comesto a network partitionbetweeritself andtheclient
—whenthereis a network failure.

Service-leel pathscould stretchacrossthe wide-area,
and an end-to-endcomposedsessioncould be long-lived:
lastfor severalminutesto probablya few hours. Now, net-
work partitionsand routing flaps on the Internetoccur of-
ten, and could persistfor a long time [23]. Hencewe are
facedwith the challengeof providing continuedserviceto
the end-uselin the presencef suchfailures. This is espe-
cially importantif thesessiorns real-timeor interactve. We
needto detectandrecover from failuresquickly. Achieving
this giventhevagarieof wide-arednternettraffic, conges-
tion, andlosseds a challengingproblem.

Session-reogery in the context of a service-leel path
couldinvolve a session-transfer to analternateservice.For
instanceijn Figurel, whenthereis a problemwith the orig-
inal service-leel path, we may decideto usean alternate
instanceof thetranscodeservice.

Thethird issueof makinganappropriatechoicebetween
distributed replicas basedon performancemeasurements
hasbeenwell studiedin the context of web-mirrors[36, 9].
But the problemis even more challengingin our casejust
becausef thefactthatwe have multiple composedervices
in asinglesessionTherearedifferentlegs of the path,and
multiple choicesfor eachintermediateservice.lt is a chal-
lenging problemto designa mechanisnto collect perfor
manceinformationfor the differentlegsat a singleplaceto
make the optimalchoicefor the service-leel path.

Finally, achallengeconcerningall thethreeissuess that
of scalability. We intend our framework to work in the
wide-area,and scaleto a large numberof client sessions.
Hencethe mechanismsve designfor composingservices,
failure detectionandrecovery, and gatheringperformance
informationfor optimizingservice-leel pathsshouldall be
scalable.

1.2 Overall Approach

Our framework for fault-tolerantcomposedservicesto
addressheabove challengegonsistof thefollowing com-
ponentgFigure6 in Section4):

e An overlayof serviceclustersdeployedat differentlo-
cationson the Internet. Theseclustersform the plat-
form for serviceprovidersto runtheir services.

e Peeringbetweerpairsof serviceclustersfor:

— Cascadingervicesacrosgheseclusters.

— Aggregated, active monitoring of the network
path betweenthem. Suchmonitoringis for the
purposeof detectingfailuresin thenetwork path,

aswell asfor measuringpthermetricssuchasla-
teng/ andavailablebandwidth.

We have madethe designchoiceof having active moni-
toring for purpose®f failure detection.This is appropriate
sinceour goalis to detectfailuresquickly.

In our serviceinfrastructureclustersarethe unit of con-
struction.This hastwo advantagesFirstly, we getto lever-
ageclusterredundang for handlingprocess/machinkevel
failures. Thatis, we have two-levels of monitoring: one
within the cluster for handling process/machiné&ailures,
andoneacrossclustersfor handlingnetwork-pathfailures.
We termthis hierarchical monitoring.

The secondadvantageof using clustersis that the cost
of active network-pathmonitoringbetweerclustersis now
amortizedoverall sessionshatgo throughapair of peering
clusters.

We addresshechallengepresentedhn the previoussec-
tion by defining a logical overlay network of the service
clusters. Thelogical links in this overlay network arethe
peeringrelationships. Servicelevel pathsare formed as
“paths” in the overlay network. Serviceproviderscouldei-
ther deploy their own serviceclusters,or deploy their ser
vicesin a3rd party provider'scluster

The overlay network is alsousedfor exchangingdiffer-
entkindsof information. A key ideais to usedifferentlev-
elsof informationexchangen this overlaynetwork. Forin-
stancenetwork-pathlivenessnformationis monitoredvery
closely but hasverylittle overhead And metricssuchasla-
teng/ or bandwidtharemeasurednuchlessfrequently but
have higheroverhead.

Furthermorewe make the obsenation that the overlay
is a connection-orientedetwork: service-leel pathsare
constructedon this overlay in a connection-orientedlash-
ion. This allows us exploit ideassuchas backuppathsor
dynamicre-routingfor quick recovery.

1.3 Problemscope

TheNinja projectdefineshenotionsof a path andoper-
ators (theintermediateservicedn a path)in amoregeneric
setting. Thereareseveralsemantiassuesn the creationof
service-leel paths[19]. We do not focuson this aspecbf
the problem. Also, we assumethat the decisionof which
servicesto composdor a given functionality is somevhat
static.We donotdecidethisonapersessiondynamicfash-
ion asin [21].

In our context, we assumehatthe intermediateservices
do not have “hard” statein them. That is, sessionsan
be transferredfrom one serviceinstanceto anotherwith-
out having to worry aboutthe application-leel statethat
was built up at the original instance. We assumethat the
statecan either be discardedaltogether or that it can be



reconstructedrom the original source. For example,a 3
secondvideo buffer could probablybe discardedwithout
affectingthe restof the sessionanda pieceof text thatis
beingcorvertedto speechatanintermediateservicecanbe
re-retrieved from the original source. We believe that this
assumptions valid for alarge classof usefulapplications.
We work underthe assumptiorthat thereis no end-to-
end resourceresenation done for the service-l@el path.
This is the way serviceson the Internetwork today — ap-
plicationsareadaptve to congestion.Note thatevenwhen
applicationsareadaptve, it isimportantto addressecovery
from failures,andoptimizationof service-leel paths.
Finally, in our network-path failure-detectionmecha-
nisms,we are concernedvith the wide-arealnternet,over
which the endhostshave little control. Recovery within a
local areanetwork, or within anautonomousystemis bet-
teraddressetly solutionssuchasMPLS [34].

1.4 Overview

Therestof this paperis organizedasfollows. We present
a summaryof prior work relatedto oursin Section2. We
then begin with the questionof the feasibility of quick
network-path failure-detectiorover the wide-areain Sec-
tion 3. We presentthe designof our framework for cas-
cadedservicesandsessiorrecoveryin Sectiond. We focus
on the problemof routing in the overlay network in Sec-
tion 4.3. We discussissuesrelatedto the creationof the
overlaytopologyin Section4.4. Section5 presentsa pre-
liminary evaluationof our architecture. Our plansfor the
furtherevaluationandrefinemenof thearchitecturearedis-
cussedn Section6. We thensummarizeour contributions
in thelastsection.

2 RelatedWork

Researclefforts relatedto our work fall into threemain
catgyories: architecturedor highly available Internetser
vices,overlaytopologieson top of the Internet,andmech-
anismsfor routingaroundfailuresin differentkinds of net-
works. We discusghesein orderbelow.

2.1 Fault-tolerant Inter net Serices

Failure detectionand fail-over mechanismshave been
consideredn severalrelatedcontets in the domainof In-
ternetservices.Two researctefforts closelyrelatedto our
work arethe TACC modelandthe AS1 model.

The TACC model presentsa framework for high-
availability of a transcodingproxy service[11]. The so-
lution is basedon managementvithin a cluster— service
nodesare monitoredusing keep-alve heartbeatand rein-
stantiatedby the clustermanageron failure. The cluster

manageitself is monitoredby a front-endmachine.While

elggantin designand capableof handlingcomposedser

vicesaswell, the modelis limited in thatit cannotcom-
poseservicesor handlefailuresoutsideof the cluster If

the proxy clusteris cut-off from the client, TACC cannot
handlethe failure. This is not so much of a concernfor

TACC sincethe applicationspaceconsideredioesnot in-

volve long-runningclient sessions- if the sessionis of

short-durationnetwork pathfailuresin the wide-areadur-

ing asessiorarevery unlikely.

The Active Servicesmodel (AS1) [4] does consider
long-runningclient sessionssuch as a video transcoding
proxy. The AS1 framework also provides a solution for
fault-tolerancewithin a cluster Thisis achiezedby means
of amulticastkeep-alve heartbeafrom theclientto theser
vice cluster Sucha mechanismimposesa restrictionon
the placemenbf the servicecluster— it hasto be closeto
the client (without this restriction, otherissuesof the use
of multicastaddressand wide-areamulticastwould crop
up). Also, like with the TACC framework, AS1 alsodoes
not have a mechanisnfor compositionof servicesacross
serviceclusters.

Clusterbasedsolutionshave alsobeenstudiedfor web-
senerfault-toleranceFor instancethe LARD project[27]
exploresmechanismgor appropriatechoiceof web-serer
machinewithin the cluster The SFAND project[36] ad-
dresseghe problemof making sucha choicein the wide-
area— appropriateweb-mirror selection. However, these
mechanismareappropriateonly for short-livedclient ses-
sions(like mostweb-transfers)They do notincludemech-
anismsfor detectingfailuresandeffectingrecovery during
along-livedsession.

2.2 Overlay topologies

Routing on overlay networks on the Internethasbeen
consideredby severalotherprojectsin relatedcontexts. The
Tapestryarchitecture[45] is basedon the Plaxton data-
structure[29] for locatingnamedobjectsin the wide-area.
Nodesin the overlay network contain objects (services)
and also perform the function of routing from one point
to another The Content AddressableNetwork research
project [32] also proposesa very similar mechanismfor
routing and locating objectsin the wide-area. The main
adwantageof the mechanisnare the simple routing data-
structureqfor scalability) andthe fault-toleranceachiesed
overtheoverlaynetwork.

The IntentionalNaming System[2] also providesrout-
ing basedon a genericservicedescription(as opposedo
an IP-address). It differs from Tapestryin that it usesa
more corventionalrouting protocol (e.g. RIP). The trade-
off involvedhereis thatthe overheadf routing (in termsof
bandwidthandlateng) is reducedbut the routing mecha-



nismis lessscalable Also, theINS routingprotocolsdo not
focuson quick recovery from failures.

TheRON (ResilientOverlayNetworks)projectproposes
anoverlay network with a smallnumberof nodesfor rout-
ing in afault-toleranfashion.Therouting protocolcanuse
applicationspecificmetricsand therecould be an overlay
network perapplication.

Whatall theseprojectssharein commonwith eachother
istheideathatanoverlaynetwork canbebetterin providing
routingaroundfailuresthaninternetrouting (althoughnone
of themhave shawn this conclusvely). We sharethis idea
with theseprojects.

Our architecturdiffersin threeimportantaspectfrom
thesework. Firstly, our framewvork includesa mecha-
nism for creation,maintenanceand optimizationof com-
posedor cascadedservices. This is a first-order goal of
our work. Secondly our overlay network is connection-
oriented. Connection-orientedetworks arefundamentally
betterequippedat handlingfailuresquickly sincestatecan
be setupin the network in termsof a backuppath. This is
acrucialobsenationandanespeciallimportantonein the
context of real-timeinteractve services.Finally, the nodes
in our overlaynetwork areclusters.This allows usto lever
agewell-known mechanismdor fault-toleranceand load-
balancingwithin the cluster We have two levels of moni-
toring: onewithin the cluster for process/machin&ilures;
andoneacros<lustersfor network pathfailures.

Other overlay topologiesworthy of mentionare those
currently deployed by content providers such as Aka-
mai[40]. Theseoverlaynodesonthelnternethelpin reach-
ing content(web content,or streamingmedia)closeto the
end-user While little is known aboutthe natureof these
overlayconfigurationsye cansayfor sureour work differs
from thesein that we provide a mechanisnfor cascaded
serviceswhile thesedo not.

The IDMaps project [17] usesan overlay network of
measurememodeson the Internetfor the purposesf es-
timating the “distance” betweeninternethosts. While the
motivationandapplicationspaces quite differentfrom our
work, we believe that we canborrov someof their ideas
with regardto placemenbf the overlaynodeson the Inter-
net. For instance,n both casesijt is beneficialto have an
overlaynodecloseto the backboneof the Internet.

2.3 Routing and Failure Recovery

We first comparerouting in our overlay topology with
BGP routing sinceboth operatein the wide-arealnternet.
Routingin our overlay network is differentin thatwe can
usea connection-orientedpproach.And eventhe routing
protocolwe have for routingtheconnection-setumessages
is differentfrom BGP in that we only needto exchange
connectvity informationof the overlay nodes.In contrast,

BGP hasto exchangeconnectvity informationfor the end-
hostsaswell. In our case we assumea level of indirection
for knowing the nearesbverlay nodefor a given end-host
(moreonthisin Section4.3).

Therehasbeena lot of work in fault-tolerantrouting in
ATM networks aswell as MPLS [34]. Several flavors of
fault-toleranroutinghave beenproposedon-demandoute
recovery versushaving a pre-establishegath; end-to-end
routerecovery versuslocal recovery, etc[35]. A lot of the
workin ATM networkshasfocussedntheissueof optimal
resourceallocationwith backupvirtual paths[20]. While
suchapproachesre in generalapplicablein our context,
thereare importantdifferences.Firstly, we do not have a
tight control over the topology as mary of the relatedap-
proachessugges{43]. Secondly our overlay network has
end-to-endpathsthat may have to go throughoneor more
intermediateservices And finally, becausef the effectsof
aggrejationof client sessionsacrossclusters,we canem-
ploy sereralheuristicssuchaspathcaching,andincremen-
tal pathoptimization.

3 Feasibility of Wide-AreaFailur e Detection:
Analysis

Before we designa framework for robust service-leel
pathsin thewide-areawe needto askourseheswhetherat
all it is possibleto detectfailuresover the wide-area.The
feasibility of quick detectionof network-pathfailuresin the
wide-areais an importantquestion. Failure detectionand
recoveryin STM networkscanbe of theorderof afew tens
of millisecondq[13]. Interactve applicationsdemandsuch
quick recovery. Internetprotocolsdo not have suchsup-
portfor quick recovery. We wish to quickly detectfailures
at a level above IP, by usingan active-monitoringmecha-
nismbetweertwo pointsonthelnternet.In this sectionwe
presentour studyof how quickly andreliably failurescan
be detectedby suchamechanism.

In anactive monitoringsystemfailure detectionis done
by having a periodic keep-alve heartbeat. The receving
endof the keep-alve messagesoncludedailure by means
of atimeout. Thisis illustratedin Figure3. Sucha mecha-
nismis naturalfor a systemlik e the Internet;several other
protocolssuchasRIP[15], BGP[33], SLP[14] usesucha
mechanism.

With sucha timeoutmechanismthereis a notion of a
false-positive in failure detection. This is shown in Fig-
ure 3(c). The heartbeatecever concludes'too soon”that
therehasbeenafailure.

In a distributed system,thereis a fundamentaltrade-
off betweerthetime-to-detectiorof failuresandthe occur
rencesof false-posities. If thetimeoutis too small, there
couldbealarge numberof false-posities. If thetimeoutis
too huge,thereis a long time to detectfailure whenthere
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Figure 3. Monitoring using Keep-Alive Heart-
beats: timeouts and false-positives

is actuallyone. We seekto understandhis trade-of in the
context of active monitoringin termsof aperiodicheartbeat
betweertwo hostsonthelnternet:how quickly andreliably
cannetwork pathfailuresbe detectedgiventhe vagariesof
Internettraffic, lossesandjitter in thelateng.

False-positiesin akeep-alve streamcouldbedueto (a)
simultaneous$ossespr (b) sudderincreasen RTT (thetwo
or somevhat equivalentfrom the point of view of the end
receving the heartbeats).

We first look at previous studiesthatindicatethe nature
of suddenincreasesn RTT. In their studyof InternetRTT,
AcharyaandSaltzobsenethatRTT spikesareisolatedin a
ping stream[1]: suchspikesareundonewithin a coupleof
secondsAlong similarlines,Allman andPaxsonobsenrein
theirstudyof TCPRTO in [3] thatsignificantRTT increases
arequitetransient:86%of badTCPtimeoutsaredueto one
or two elevatedRTTs.

We also studiedthe nature of simultaneoudossesin
repeatedping measurementbetweengeographicallydis-
tributedhosts,using ping seners. We countedthe number
of lossrunswith a countof over four. The rate of occur
renceof suchlossrunswasanaverageof lessthanoncean
hourfor mosthostpairs,andof the orderof oncea day for
mary pairsof hosts.We wereencouragethy theseresultsto
performmoredetailedexperiments.We do not presenthe
detailsof the ping experimentghemselessincethe UDP-
basedheartbeaexperimentsbelon represent keep-alie
heartbeamorerealistically

UDP-basedHeartbeats

In this setof experimentswe choosegeographicallydis-
tributedhostsin which we hadlogin accountsWe selected
pairsof hostsamongtheseandexecuteda programat either
endto sendandreceive UDP-basedkeep-alve heartbeats
every 300ms. We chosethis valuefor the heart-beasince
it representsa relatively low bandwidthusage,and since
we expectthejitter in RTT to be 50-100millisecondsary-
way (typical Internetaudiotoolslike VAT [16] useaplayout
buffer of 80ms).

We measuredhe gapsbetweerthereceiptof successie
heartbeatand studiedthe cumulative distribution of these
gaps. We male the following obsenationsfrom the data.
Thefull setof resultsis in AppendixA.

e Therearea significantnumberof failuresthat persist
for over 30 seconds.Suchfailureshappenof the or-
derof aboutoncea day. Thisis significantdisruption
of servicecomparedo theavailability requirementsf
communicatiometworks [24]. Henceit is important
to dealwith suchfailures.

e Althoughthereis a goodamountof variability across
differenthost-pairsjn mary of the casesthe cumula-
tive distribution hasa kneepoint around0.9-1.5sec-
onds. Thatis, lossesthat last for 1.5 secondsactu-
ally extendto longerlossperiodsin mostcases.This
meansthat we can concludea “failure” with a time-
out of aroundl1.5 seconds. Specifically we studied
the casewherewe concludedfailure (a loss period of
over 30 secondspfteratimeoutof just 2 secondsWe
obsened that the false-positie rate could be as low
as50% betweenwell connectedpairsof hosts. If we
have a mechanisnfor session-transfenasedon such
a failure-detectiorscheme we can potentially work-
aroundfailuresin thatmuchtime. Notethatthereneed
notbeany additionalend-to-endossin thedatastream
becausef afalse-positre.

While this value of two secondsmay not be good

enoughfor interactive applicationssuch as two-way

telepholy, it is at leastan order of magnitudebetter
thanwhatis possibletodaywith Internetrouterecov-

ery — which could take anywhere from 30 seconds
to more than ten minutes[23]. And this value of 2

secondss definitelytolerablefor bufferedon-demand
streamingapplicationghathave buffer-data—typically

thesehave 5-10secondsvorth of buffereddata.

4 Design

Encouragedy the resultsfrom our analysisabove, we
now designthe rest of the framework for decidingwho
monitorswhich portion of the network path,how service-
level pathsare constructedand how recovery is effected.



Beforewe presentour architecturewe briefly discussthe
alternatveswe consideredandrejectedfor high availabil-
ity of long-livedsessions.

4.1 Designalternatives

Giventhe goodtrade-of betweertime-to-detectiorand
occurrencef false-positresin failure detectionpnemight
be temptedto take an approachof end-to-endmonitoring
for robustness.This is shawvn in Figure4. Thisis only ap-
proachfeasibletoday and doesnot requireary infrastruc-
ture support. On detectinga failure, one canimaginethe
client choosingan alternatesourcefor the stream possibly
from apre-determinedist of suchseners.

Source/Server

Active monitoring

Data Stream

_ _ - - - =~ Alternate Server

Client = ~ 7

Figure 4. An End-to-End Approach to Moni-
toring

Thereareseveral problemswith this approach.Whatis
immediatelyobviousis thatwith suchend-to-endnonitor
ing, the overheadf active monitoringcould be significant.
This is especiallyso whenthe datastreamis low bit-rate.
For instance the G.723codeccanoperateat 5.3kbps;the
effective rateis half of thisif thereis only onepersontalk-
ing during a two-way corversation.

The problemof overheadtself may not be enoughrea-
sonfor choosinganalternatve approachFor instancepne
canusein-bandmonitoringin the datastream. But there
areseveralotherissueswith sucha naive approachFirstly,
thereis no framework for servicecompositionandthe only
way servicescan be composeds hop-by-hop. The over
all service-l@el pathcould be very sub-optimal.Secondly
when a network pathfailure is detectedwith the original
sener, the alternatesener itself could be cut-off from the
client, probablydueto the samefailure. Henceit becomes
necessaryo keeptrack of which servicereplicasare un-
reachableFinally, thereis a problemwhenthe sourceend-
point is fixed — this is the casewith IP-telephow, or other
live multimediastreams. Thereis no notion of a service
replicain this case.

We alsoconsidere@napproactwheremonitoringis ag-
gregatedat the client side, muchlike in SFAND [36], but
with active monitoringfor network pathlivenessThisis de-
pictedin Figure5. However, this approachaddressesnly

one of the issuesmentionedabore. Thatis, it solvesthe

problemof excessve overheadof monitoring. The other

problemspersist: thereis still no framework for service

composition. The alternative sener could be unreachable,
and mary alternateinstancesmay have to be monitored.

And thereis nomechanisnto handlecasesvherethesource
end-pointof the datastreamis fixed.

Service Cluster 1
Aggregated active monitorin Data Stream

/ Service Cluster 2

SPAND-like monitor, but active

Client
Client

Client

Figure 5. A SPAND-like approach: client-side
aggregation

Source

Internet

Keep-alive stream

Servide cluster

Client

Figure 6. Architecture: Overlay Network of
Service cluster s

4.2 Our Architecture

Motivatedby thenotionof aservice-leel path,we think
in termsof a service-leel overlay network. Nodesin this
networkimplementservicesandaservice-leel pathis con-
structedasa “path” in this overlay network. Thisis shavn
in Figure6. At anintuitive level, the overlaynetwork nodes
exchangeinformation to enablecompositionof services,
optimizationof suchcomposedservice-leel paths,andre-
covery on detectingfailures(dottedlinesin thefigure).

Theoverlaynetwork constituteamiddlevareservicein-
frastructureon the Internet. An importantfeatureof the
overlay is that the nodesare serviceclusters. They form
the computeplatformson which servicesaredeployed. In



this model, pairs of serviceclusterspeer with eachother
Thisis shovn in termsof arrows betweerthe nodesin Fig-
ure 6. Sucha peeringarrangemenimplies a keep-alie,
active monitoringstreambetweerthe clustersfor detecting
network pathfailuresbetweenthem. This peeringconsti-
tutesanedge,or alink, in theoverlay network.

A service-leel pathbetweersucha sourceanddestina-
tionis formedby goingthroughasetof nodesn theoverlay
network. Thefigureshovsaservice-leel pathconsistingof
two servicedS1andS2)betweera sourceandaclient. In
general,theremay be “null” servicesin the service-leel
path—theserepresensimpleforwardingof thedatastream.
In thefigure,the nodesotherthanS1andS2onthe pathof
thedatastreanrepresenhull services.

Thereareseveraladvantage®f the architecturehatad-
dressour overall goals. The useof clustersasnodesin the
overlayhasmary advantagesFirstly, the monitoringover-
headgetsamortizedacrossmultiple end-to-enctlient ses-
sionsalongthecommonlegsof theoverlay. Althoughthere
may be severalend-to-endsessionsthereareonly asmary
keep-alive streamsas edgesin the overlay network. Such
amortizationof overheadallows us the freedomof aggres-
sive monitoringwithoutworrying aboutthe overhead.

Secondlytheuseof clustersor nodesn theoverlaynet-
work meansthat machineor procesdevel failuresof ser
vices can be handledwithin a cluster This allows usto
think of theoverlaynodesasresilientto failures.Thatis, we
canhave two levels of monitoring: onewithin the cluster
andoneacross<lusters.With sucha hierarchical monitor-
ing approachmachine/procedsiluresarehandledwithin a
cluster andnetwork pathfailuresaredetectecandhandled
by the monitoringmechanisnacros<lusters.

Conceptuallyan end-to-endpathis routedalong moni-
toredportionsof the network, the legs of the service-leel
pathare automaticallymonitored. However the portion of
the network betweenthe sourceandthe entry point (A), or
theexit point (B) andthedestinatiorarenotmonitored.The
intentionis to deploy overlay nodesin sucha fashionthat
thesdegsareshort.For instancewe couldhave anoverlay
node“close” to the AddressPrefix (AP) to which the end-
hostsbelong. We returnto this problemof overlay node
placementaterin Section4.4.

Themainfeatureof thearchitecturds thecontext it pro-
vides for addressinghe issuesof optimal constructionof
service-l@el paths,and the mechanisnfor quick session-
recoveryonfailuredetection- we addres$oththeseissues
asrouting in the overlay network. We turn to discussthis
now.

4.3 Routing on the Overlay Network

Considerthe examplein Figure6 wherea datastreamis
routedfrom sourceto destinationvia the overlay. To pro-

vide a completesolution,we needto addresghe following
issues:

¢ |1 Findanentrypointinto theoverlaynetwork, andan
exit point (marked A andB in Figure6).

e |2 Find aroutein the overlay from the entry point to
the exit point throughlinks that are currently active;
going throughintermediateservices,if ary. Sucha
service-leel pathshouldbe optimal.

e |3 Provide amechanisnfor recovery from failuredur
ing asession.

A slight variationof this caseis whenthe sourceis not
“fixed”. That is, there could be several replicasof the
source.For instance an on-demandener could have ser-
eralmirrors. Thesereplicascouldbein our overlayservice
clusters,or could be outsideof it, in which casethereare
multiple pointsof entry. In eithercasethe creationandop-
timizationof the pathis handledik ein othercaseg12). For
thediscussiorbelov, we assumehatthe sourceis fixed.

We addres®achof theissuedl, 12, andI3 now.

4.3.1 Finding a point of entry and exit

We simplify this problemby makingthefollowing assump-
tion: the choiceof nearesbverlaynodeis relatively static,

comparedo the dynamicity of routeswithin the topology.

Thisis reasonabléor thefollowing reasons:

e Sincethe overlaynodesareclustersthereis no ques-
tion of the overlay nodefailing (or is at leastvery im-
probable).

e We couldplaceoverlaynodessuchthatthereis anob-
viouschoiceof theclosesbverlaynode.As mentioned
earlier we could placethe overlay nodecloseto the
connectionpoint of the end-points AddressPrefix to
the restof the Internet. In sucha case|if the network
betweerthe end-hostandthe overlay nodefails, with
high probability, the end-hostis alsocut-off from ary
otheroverlaynode. Thusthe choiceof closesiverlay
nodeis moreor lessstatic.

The end-host(sourceor destination)could learn of the
closestoverlay nodebefore-hand.This could just be pre-
configuredor could be learnedusing an expandingscope
search.

4.3.2 Routing from entry to exit

This issueis one of decidingwhich intermediatenodesto

usefor the service-leel path.Whentherearemary choices
for the intermediateservices we needto make an optimal

choice.



We have a routing algorithm on the overlay network —
thiswasoneof thereasongor definingtheoverlaynetwork.
A routingalgorithmin generakxchangegnformationabout
two things: it corveys reachabilityinformation; andit op-
timizes pathsor routesaccordingto somemetric. (There
couldalsoberouting policies,which we ignorefor the mo-
ment). We arefacedwith a challengingproblemsincewe
may have to route throughintermediateservices,eachof
which mayhave severalreplicas.We needto make an opti-
mal choicebasedon criteriasuchasnetwork pathliveness,
metricssuchaslateng/bandwidth,andservicelocationin-
formation.

Our key ideato addresghis is asfollows. We have dif-
ferentlevelsof informationexchangeon the overlay:

e L1 Network pathlivenessnformation
e L2 Metric informationsuchaslateng or bandwidth

e L3 Informationaboutlocationof servicesatthediffer-
entserviceclusters

Network path livenessinformation is exchangedbe-
tweenpeeringnodes— this is the keep-alve stream. This
is at a very fine granularity(onceevery 300msin our ex-
perimentsin Section3). But it is of very low bandwidth.
Also, this informationis propagatedo the restof the net-
work only whenthereis a changeof livenesstatus.

Lateny or bandwidthinformation is measuredon a
muchcoarsettime granularity of the orderof oncein sev-
eralminutes.We do not needto trackchangesn thesemet-
rics very closely especiallyif the endapplicationis adap-
tive (Real-Audiocantoleratel0%pacletlossegjuiteeasily
andsometimegvenupto50%]26]). Also, thisinformation
doesnot changevery frequently In the studiesin [5], it is
obsenedthatsignificantchangesn availablebandwidthoc-
curof theorderof oncein severalminutes.And in theRTT
studiesin [1], it is notedthattypically significantchanges
in RTT occurof the orderof onceanhour.

Information exchangedin the third level L3 is at an
even larger granularity— only when servicesare deployed
or taken out of service. This information exchangeis for
the purposeof knawing which servicesareat which service
clusters.Thisinformationcouldbebulky, andis exchanged
atthegranularityof oncein afew weeksor evenmonths.

We couldalsomake useof anexternalwide-areaservice
discorery mechanisnsuchas[7], if oneexists. We leave
this choiceopenatthis stage andfor therestof thediscus-
sionassumehatthereis a way of knowing the locationof
thereplicasof agivenservice.

Beforewe describehow all of thesework together we
make anotherimportantobsenation. The overlay network
is a connection-orientedietwork. Thatis, thereis an ex-
plicit creationphasefor the service-leel path; andthe in-
termediatenodescan, and do have “switching” stateper

session. This hasimportantimplications on the session-
recovery—we comebackto thisin Section4.3.3.

Having obsered that what we have is a connection-
orientednetwork, we now describenow connectiorsetupis
done. Thatis, we describehow the connectionsetupmes-
sagesarerouted.Notethatthis routing of connectiorsetup
messagesself hasto be connection-less.

From the exchangeof reachabilityinformation in the
routing protocol,eachnodehasinformationaboutthe over-
lay topology We usea simplelink-statealgorithmfor ar
riving at the overlaytopologyat eachnode. This topology
information also includesapproximatemetric information
of thelinks in the overlaytopology We have alsoassumed
that eachnode hasthe information on wherethe different
servicereplicasare,or cangetit on-demand.

Now, the problem of finding an optimal service-leel
path through the required intermediateservicescan be
solvedlocally, within a node. The entry nodefinds sucha
service-l@el path. It thensendghe connection-setumes-
sagesn a source-routedashionto the exit node,to setup
thesession.

Path cachingand Dynamic Path Optimization

In thedescriptionof the sessiorsetupprocessabove, we
mentionedthat the entry nodefinds the optimal path. Al-
thoughthe problemis greatlyreducedbecauseave have all
theinformationat a singlenode,this could involve signifi-
cantcomputationgspeciallyif eachof theintermediateser
viceshave severalreplicas— we have to searchthroughall
thepossibleservice-leel paths.

Onceagain,we leveragethe aggreyation propertiesof
theclusternodes We cancachepathssothatfuture compu-
tationsaremoreefficient. Thisis similarto theideaof using
pastinformationto chooseaweb-mirror, in SFAND [36].

Another idea that we can useto reducethe computa-
tions to find an optimal pathis that of dynamicoptimiza-
tion. Sincesession-transfeis a first-orderfeatureof our
framework, theinitial pathwe chooseneednot be optimal.
We cantransferthesessiorto analternatgathof betterper
formanceafter sessiorsetup.Note thatthis processunlike
session-reogery during a failure, neednot involve losses
in the datastream— sincewe can setupthe alternatepath
beforewe performthe sessiortransfer

4.3.3 Sessiorrecovery onfailur e

We now turn to addressinghe issueof sessionrecovery.
In connection-lessietworks, an end-to-endpath recovers
when the failure information propagateghroughthe net-
work. Connection-orientedhetworks are inherentlybetter
at handlingfailuressincethe failure information neednot
propagateo all the nodesbeforethe end-to-endathis re-
routed. Appropriateswitching statecanbe setupalongan
alternatepath.



Connectionorientednetworks have differentflavors of
recoveryfrom failures[35]. Broadly, thesefall under:

Local-link recovery
P

Entry overlay node

Exit overlay node

--~" End-to-end recovery
Figure 7. Recovery Mechanisms in
Connection-Oriented Networks

e Edge-to-edgeecoveryversudocal-link recovery (See
Figure?).

e Pre-establishedackupversuson-demandecovery.

Local-link recovery typically implies on-demandecov-
ery. While we have not fully explored the trade-ofs be-
tweentheseapproacheswe areinclined towardsa local-
link recovery sincethe overlay links arewhat we monitor
closely Edge-to-edgeecovery meanghatthefailureinfor-
mationhasto propagatdo oneendof the path— this could
involve multiple wide-are&hops.

With a local-link recovery scheme the upstreamnode
of thefailedlink triesto find analternateroutethroughthe
overlayto thenodedownstreanof thefailedlink (thedotted
lines on the top in Figure 7). We evaluatethe additional
latengy overheadwvith suchanapproachn Section5.

4.4 The Overlay Topology

Sofar, we have not addressetheissueof how the over-
lay topologyis formedandhow it mapsonto the physical
topology We discusghesessuesnow.

In our framework, we needto addresghe questionf:

e How mary overlaynodesaredeployed
e Wherethey aredeployed

e How they peerwith eachother

Theseare somavhat long-term decisionscomparedto
the routing and recovery mechanismsdiscussedearliet
Thereareseveralfactorsaffectingthese:

e Since the portion of the network path betweenthe
sourceand the entry point, or betweenthe exit point
and the destinationis not monitoredactively in our
framawork, we needto have overlay nodes‘close” to
end-hosts.
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e In anoverlaytopology thelogical links may sharethe
samephysicallinks. We would like suchsharingto be
minimal. This is becausesuchsharingmeansband-
width overheadon the physicallink — whena pathis
routedtwice on the samephysicallink. This means
thatin general,it is goodto have the serviceclusters
placedcloseto the backboneof the Internet— where
pathsto different other partsof the Internetare less
likely to sharephysicallinks.

This factorof physicallink sharingwould alsogointo
decidingthe peersof a servicecluster

e Another factor deciding placementand peering be-
tween clustersis the natureof connectvity between
them.If they aretoofarapartoverthewide-areathere
maybetoo mary false-positresandfailures(referthe
badcasesn Tablel).

Theissueof the numberof overlaynodess very impor-
tantandhasdirectimplicationsonthescalabilityandstabil-
ity of theinformationexchangedn the overlay. It is clear
thattheoverlayis amuchsmallernetwork thantheInternet.
Sincewe are concernedvith failuresin the wide-area,n-
tuitively, it is enoughto placeoverlay nodesat pointsnear
the Internetbackboneto take advantageof theredundanyg
in the Internets topology However, we alsoneedto have
overlaynodes‘close” to end-hosts.The granularityof this
“closenessis anopenquestiorwhichwe planto addressn
ourwork.

5 Evaluation

The main advantageof our frameawork is the provision
for quickly detectingand routing around failures, for a
service-leel path. In Section3, we presented study of
how quickly failurescan be detectedbasedon measure-
mentsin thewide-arealn this sectionwe evaluatesomeof
the otheraspectof the architecture.We presentthe main
resultsfrom our evaluationbelov. The detailsof the exper
imentsandthe completeresultsarein AppendixB.

Routing overhead in the overlay: One of the con-
cernswith anoverlay network is the additionaloverheadt
introducesin termsof end-to-endateng. To getanidea
of this overhead,we model the network using generated
topologies(TIERS, Transit-Stub)aswell asreal ones(AS-
Jan2000MBone). Thegraphshave betweert000and6500
nodesWerandomlychoosesetof nodesn thegraphto be
the overlay nodes.We form peeringrelationshipshetween
overlay nodesgiving preferencdo pairsthatarecloserto
oneanother In this processwe imposethe constrainthat
no physicallink is sharedby two overlay links. Because
of this, sometimesve endup with a disconnecteaverlay
graph.



Oncewe generatdhe overlaytopology, we choosel000
randompairsof nodesin theoriginal graph.We selecttheir
nearesbverlay nodesandfind a routethroughthe overlay
links from entryto exit. We comparethe overheadof such
routingover directrouting betweerthetwo nodes.

We obsene that the percentageof end-hostpairs for
which the routing overheadis above 50% is very lessin
all the cases.For the Transit-Stubgraph,only 2.1% of the
end-hospairshave over 5% routingoverhead.

Routing overhead after local-link recovery: We now
studythe additionaloverheadvhenwe usea local-link re-
covery stratgy. With sucha strategyy, ondetectingafailure,
the upstreanoverlay nodeof the failed link finds an alter
natepathto the downstreamnode. This wasillustratedin
Figure 7. To simulatea link failure, we simply remove a
link from the overlay graph, and recomputethe path be-
tweenthetwo-endsof thefailedlink.

Theoverheadf suchre-routingis definitely higherthan
just routing on the overlay network. For instance,in the
caseof Transit-Stubtopology, 6.1% of the end-hostpairs
experienceanoverheadf over 25%.

Estimate of recovery time: In the caseof local-link re-
covery, asshavn in Figure7, therecoveryinvolvessending
connectiorsetupmessage setupappropriatestateon the
alternatepathbetweerthe endsof the failed link. The net-
work delaycostof this procesganbeestimatedistheprop-
agationdelayalongthis alternatgpath. We measurehisasa
fractionof longestdistancebetweerany two overlaynodes
in thegraph(diameterof the overlaygraph).

The 95th percentileof this fraction for the Transit-Stub
graphis 0.5. Thatis, in 95% of the casesthe lateny to
recoveryis lessthanhalf of thediameterof thegraph.

We should note that this is only a rough estimateand
doesnotaccountfor variability in Internetlink propagation
times[10] or for behaiior underload.

Effect of the sizeof the overlay: We comparetherout-
ing overheadwith differentnumbersof overlay nodes:50,
100,and200. We obsenethat,thenumberof overlaynodes
hasa definiteeffectontheroutingoverhead Thedensethe
overlay topology, the lesserthe routing overhead. For ex-
ample,for the Transit-Stubgraph,with 100 overlaynodes,
57.5%o0f thenode-pairsradaroutingoverheadf over5%,
in comparisonwith just 2.1% node-pairsfor 200 overlay
nodes.

Time to establish“connection” state: We studythisfor
our implementatiorof the GSM < PCM codecservice.
This is a codecthat has widespreadhardware basedim-
plementationsleployed at the Inter-Working Functionbe-
tweenthe PSTNandthe GSM networks. This is important
for Internet-basedthtegrationof servicedbetweerthesenet-
works[38]. We measurdghetime to setupa new sessiorat
this service,as a function of the numberof existing ses-
sions. We seethatthe sessiorsetuplateng is under50ms
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independenbf the load — this particularcodecis not very
CPUintensve.

6 Reseach Methodology and Plan

Thereareseveral metricsthatwe intendto useto evalu-
atethearchitecture:

Overhead: Therearetwo overheadsassociatedvith
thearchitecturethe additionto end-to-endateng be-
causeof routing over the overlay network, and the
bandwidthoverheadof the informationexchangedn
theoverlaynetwork.

Latency to recovery: Thisis a measureof the effec-
tivenesof thearchitecture.

Useof composability: This refersto the useof cas-
cadedservicesin building application functionality.
This is a measureof effectivenessat the application
level.

Scalability: Sinceourarchitecturas for thewide-area
Internet,it is importantto studyits scalabilityto ahuge
numberof client sessions.

Stability: We make decisionson the optimal service-
level pathbasedninformationexchangedn theover
lay network. The stability of this informationneedso
be analyzed.Furthermorewe shouldalsoensurethat
dynamicoptimizationdoesnotleadto oscillations.

We plan to study thesemetricsthrougha combination
of simulations,trace-measuremenis the wide-area,and
realimplementation.For initial estimatesf the overhead,
a simulation-basedpproachs appropriatgSection5). To
studymetricssuchasthe bandwidthoverheadof the archi-
tecture,andits stability, it is appropriateo usea combina-
tion of tracescollectedover the wide-areaandsimulation.
This would allow usto capturea wide rangeof the Inter-
net’s heterogeneity Sucha methodis alsoappropriatefor
studyingtheissuegelatedto thetopologyof the overlay.

To analyzescalability it is more appropriateto usea
real testbedimplementation. We are currently collaborat-
ing with TU-Berlin andUNSW for awide-areaestbedWe
arealsoexploring possibilitiesfor extendingthisto Uppsala
University, Sweden StanfordUniversity, and someindus-
trial locationsaswell. This testbedwill be maintainedin
thecontext of theICEBERGproject[38].

We alsointendto usereal servicesto examinethe end-
to-endeffectsof session-transfeandsession-receery. We
have alreadydevelopeda numberof suchcomposableser
vicesin the context of the ICEBERG project’s Universal
Inbox [30] for communicatiorbetweenheterogeneoude-
vices. A canonicalexampleof this the compositionof an



MP3 streamingservice,an MP3 to PCM transcoderanda
PCMto GSM transcodeto enablemusicon a GSM cellu-
lar phone. We have this functionality working in our ICE-
BERGtestbedatBerkeley [30]. Implementatiorof realser
viceswould provide usthe necessaryeedbacko refinethe
architecture.

Overall, our approachwould be basedon a cycle of
analysis design andevaluation. In our work so far, we
have completedheinitial analysisdesign,andpreliminary
evaluation(Figure8). We now summarizeour future plans
in threephase®f 6 monthseach.

Phasel (0-6 months)

e Detailedanalysisof

— lateng/ andbandwidthoverhead
— lateng to recovery

e Usetracesof lateng/bandwidthoverwide-area
e Developrealimplementatiorin parallel

— thisis alreadyin progresgwe haveimplemented
someof the mechanismdor sessionstatesetup
andtransfer)

— thiswill give feedbackfor theanalysisabove
Phasell (6-12months)

e Usetheimplementatiorfrom Phasd

— deploy realservicesonthewide-areaestbed
— analyzeend-to-enceffectsof session-reocgery
— examinescalability

e Usetracedrom Phasd to analyzestability of optimal-
ity decisions

— collectmoretracesof lateng/bandwidth
Phaselll (12-18months)

e Usefeedbackirom deploymentof real serviceso re-
finethearchitecture

e Analyzeplacemenstratgjies

— use wide-areameasurementsnd traces from
phased andll

Appropriateconferencesind workshopsfor presenting
ourwork includeNOSSAV, ACM MultiMedia, SOSPIN-
FOCOM, and SIGCOMM. We will planon submissiorto
theseand other conferenceslependingon the submission
deadlinesaandthe statusof our work.

7 Summary and Conclusions

We startedwith the goal of providing a framework for
quick recovery from failuresin the context of composed
services. As a preliminary evaluation of the feasibility,
we performedexperimenton thewide-arednternetto un-
derstandthe trade-of involved in quick failure detection.
We have designedan architecturebasedon a connection-
oriented overlay network of service clusters. Quick re-
covery is achiezed by meansof providing dynamicor pre-
constructedackuppathsin the overlay network. We have
apreliminaryevaluationof thearchitectureWe planto fur-
ther evaluateandrefine our architecturebasedon simula-
tions, tracecollection, and a real implementationof com-
posedservicenn awide-areaestbed.

Our main contribution is the framework for composing
servicesacrossserviceprovidersandacrossthe wide-area
Internet.This allows rapid developmenianddeploymentof
new functionalityon 3G+ devices.

We have presentedhe notion of a connection-oriented
service network on top of a connection-lessnetwork.
Connection-orientedetworks are betterin termsof man-
agemenbf end-to-endsessions- they allow construction
of backuppaths,dynamicor pre-constructedfor fastfail-
over. While this hasbeenexploredin detail at the network
andlink layers thisis yetunexploredin the serviceor mid-
dlewarelayer.

We have intentionallychoseranapplicationspacehatis
ratherforgiving in termsof the easeof sessiortransferand
in termsof the end-to-encbehavior during sucha transfer
Although this doesnot includeall possibleapplicationsit
coversa goodrangeof importantandusefulapplications.
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A UDP-basedheartbeats: Detailed results

In this section,we presenthe detailsof our UDP-based
heartbeaexperiments For eachpair of hostswe measured
the gapsbetweerthe receiptof successie heartbeatsFig-
ures9-14 shov the cumulative distribution of thesegaps.
We have shawn six separatgraphsfor clarity. Eachof the
graphshave two lines— representingpehaior in eitherdi-
rectionfor apairof hosts.For eachtime-valueonthex-axis,
we shov the numberof gapsin thekeep-alve streamabove
that valuein the y-axis. This y-axis value representghe
numberof timeoutsthatwould have happenedf the given
time-valuein thex-axiswerechoserasthetimeoutfor con-
cludingafailure. Note thatthe x-axisis notlinear.

Table 1 shaws a hypotheticalcasewherewe definethe
notionof failureto bewhenwe do notreceve ary heartbeat
for 30 secondsAnd we have atimeoutperiodof 2 seconds
for concludingfailure. Hence we definea false-positie to
have occurredwhenwe seeno heartbeafor 2 secondgand
henceconcludefailure), but seeonebefore30 secondgan
actualfailurehadnot occurred).
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In the table,thefirst andsecondcolumnsgive the desti-
nationandsourceof the heartbeatsiespectiely. Thethird
columngivesthetotal amountof time for whichwe ranthe
experiment. Thefourth andfifth columnsgive the countof
false-positiesandthe actualnumberof failures,according
to our definitionabove.

Thefirst six rows representery widely separatedhost-
pairs— with at leastonetrans-oceanidink betweenthem.
Thelastsix rows represenhost-pairsvithin the US.

In all of the graphs,we seea hugenumberof gapsthat
are over 600ms. This meansthattherearea lot of single
anddoublepacletlossedn theheartbeastream While this
is not surprising,it is interestingto notethatthereis aknee
point around0.9-1.5secondgor mary of the graphsafter
which the graphmore or lessflattens. Sucha flat region
meanghatwhenthereis alossperiodof aboutl.5seconds,
we canconcludewith high probability thatthe lossperiod
is goingto persistfor along time — therehasbeena failure.
Table1 shaws this in moreconcreteermswith the number
of false-positresandthe actualnumberof failures. When
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the numberof falsepositvesis comparablgo the number
of actualfailures,andboth arelow, this represents good
case.This is the casefor the four rows with (Destr—Src):
Stanford—Berkeley, Stanford—UIUC, Berkeley<UIUC,
andUIUC+«+Berkeley. Evenfor thereally wide-areacases
UNSW«Berkeley, andBerkeley«~UIUC, thenumbergep-
resentjuitegoodcases.

The other pairs separateaver trans-oceanidinks rep-
resentvery bad cases- which is understandableFor the
two casesvhereStanfordwasthe origin of the heartbeats,
therearealot of false-posities. Closerexaminationof the
graphsin Figures12 and13 showsthatthereis ahugedrop
in the numberof timeoutsaswe go from 4.5 secondgo 6
seconds.Thatis, therearea lot of failuresthat persistfor
4.5-6seconds.We have not examinedthis ary further, but
it looks like a problemwith a routeror link alongthe net-
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work pathsin thesetwo cases.We considerthis to be an
extraneousase.

B Evaluation: Detailedresults

In this section,we presentthe detailsof the resultswe
summarizedn Section5.

B.1 Routing overheadin the overlay

To getanideaof theoverheadn theend-to-endateny
becausef routingthroughtheoverlaynetwork, we perform
thefollowing measurement§.o modelthe network, we use
two generatedopologies(TIERS, Transit-Stub),and two
realones(AS-Jan2000MBone). Theartificially generated
topologiesroughly modelthe Internets hierarchicalstruc-
ture [6]. The TIERS topology has5000 nodes,and was
generatedisingthe TIERS generatof8]. The Transit-Stub
topology had a total of 6510 nodes,with 14 transit ASs,
eachwith 15 nodes,10 stub-ASsper transit-node,and 3



HB destn HB src Totaltime | Num. False | Num.
Positves | Failures
Berkeley UNSW 130:48:45 135 55
UNSW Berkeley | 130:51:45 9 8
Berkeley | TU-Berlin | 130:49:46 27 8
TU-Berlin | Berkeley | 130:50:11 174 8
TU-Berlin UNSW 130:48:11 218 7
UNSW TU-Berlin | 130:46:38 24 5
Berkeley Stanford | 124:21:55 258 7
Stanford | Berkeley | 124:21:19 2 6
Stanford uluc 89:53:17 4 1
uluc Stanford | 76:39:10 74 1
Berkeley uluc 89:54:11 6 5
uluc Berkeley 76:39:40 3 5

Table 1. UDP-based heartbeats

nodesperstub-AS[44]. Thistopologywasgeneratedising
theGT-ITM packagd41]. The AS-Jan200@opologymod-
elsthe connectvity betweenASs, andhas6474 nodes. It
wasgeneratedy the NationalLaboratoryfor Applied Net-
work Research42] usingBGP tables. The MBone graph
was collectedthe SCAN projectat USC/ISIin 1999, and
eachnoderepresentan MBonerouter, with atotal of 4179
nodes.

We make theoverheacdestimatesvhentherearenointer-
mediateservices- sothatthe effect of placemenbf service
replicasis excluded. We alsoexcludethe effectsof policy-
basedrouting on the Internetand simply assumeshortest
distancerouting. We randomlychoosea setof nodesin the
graphto be the overlay nodes. We examinepairs of over-
lay nodesin the orderof their closenesanddecideto form
peeringrelationsbetweerthese.In this processwe impose
the constrainthatno physicallink is sharedoy two overlay
links. Becausef this, sometimesve endup with adiscon-
nectedoverlaygraph.

Oncewe generatéhe overlaytopology, we choosel000
randompairsof nodesin theoriginal graph.We selecttheir
nearesbverlay nodesandfind a routethroughthe overlay
links from entryto exit. We comparethe overheaddf such
routing over direct routing betweenthe two nodes. Fig-
ure 15 shaws the cumulative distribution of this overhead
for the differentgraphs.In eachof the caseswe used200
overlaynodes.

In all of the graphs,the cumulative percentagdor the
routing overheadfactorof 1.0is slightly lessthan 100%—
this is becausesomeend-hostpairsarenot reachabldrom
oneanotherthroughthe overlay network (sincethe overlay
network endsup beingdisconnectedasmentionecearlier).

We seethat the percentagef end-hostpairsfor which
the routing overheadis abose 50% is very lessin all the
cases. For the Transit-Stubgraph, only 2.1% of the end-
hostpairshave over 5% routingoverhead.

16

T
AS, 200 overlay nodes —+—
Tiers, 200 overlay nodes ---x---
MBone, 200 overlay nodes ---*---
Transit-Stub, 200 overlay nodes &

Cumulative Percentage
@
g
*

Routing overhead

Figure 15. Overhead of routing on the overlay
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B.2 Routing overheadafter local-link recovery

We now study the additionaloverheadwhenwe usea
local-link recovery stratgly. With sucha stratey, on de-
tectingafailure,theupstreanoverlaynodeof thefailedlink
findsanalternatepathto thedownstreanmode.This wasil-
lustratedin Figure7. To simulatealink failure, we simply
remove a link from the overlay graph,and recomputethe
pathbetweerthe two-endsof the failedlink.

Figure 16 shows the cumulative distribution of therout-
ing overheadafter sucha recovery is effected. And Fig-
ure17 compareshe overheadbeforeandafterrecovery for
the Transit-Stuktopology In thesecasesalso,we use200
overlaynodesfor all thegraphs.
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Figure 16. Overhead of routing on the overlay
network, after local-link recovery

Thedistributionsaresimilarto thepreviouscasesexcept
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thatthe overheadafter re-routingis higher In the caseof
Transit-Stubtopology however, only 6.1% of the end-host
pairsexperienceanoverheadf over 25%.

B.3 Effect of the sizeof the overlay

Figure 18 shaws the routing overheadfor the Transit-
Stubtopologyfor differentsizesof the overlay graph(50,
100,and200 nodes).We seethat at leastfor this case the
numberof overlaynodeshasa definiteeffectontherouting
overhead. The denserthe overlay topology, the lesserthe
routingoverhead.
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Figure 18. Effect of the size of the overlay

B.4 Time to establish“connection” state

We now presentnumbersfrom an implementationof
the GSM <« PCM codec. This is a codecthat has
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widespreadhardware basedimplementationsdeployed at
the Inte-Working Function betweenthe PSTN and the
GSM networks. This is importantfor Internet-basednte-
grationof servicedbetweerthesenetworks[38].
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Figure 19. Latency to setup a session on a
machine within a cluster

We reproducenumbersfrom [30]. Although the mea-
surementsvere donein a slightly different context, these
numbersshav the lateng involved in instantiatinga new
sessiorwith this particularcodec.Figure19 shovsthe ses-
sionsetuplateng (to createa new intermediateservice)for
the coderand decoderfor GSM audio. This is showvn as
a function of the numberof simultaneousessionsalready
presen{whichis ameasuref theloadin the system).The
measurementweredoneon a 500MHz Pentium-I11 2-way
multiprocessomachine. We seethat the sessiorsetupla-
teng is unders0msindependentf theload—this particular
codecis notvery CPUintensve.



