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Abstract

Communication technology has been seeing rapid
growth, characterizedby new accessetworks(e.g., cellu-
lar, pager, wireless-IP)and end-deices(e.g., PDAs, two-
way pagers, multi-modelaccesglevices). There havebeen
several efforts at integrating servicesacrosssud heteo-
geneity However, little work hasbeendoneon identifying
anunderlyingarchitecturefor suc anintegration. We iden-
tify therequirementdor this in the context of an integrated
networkwith hetepngeneousnd-points.TheUniversal In-
box provides(a) genericdatatypetransformation(b) cus-
tomizableredirectionof incomingcommunicatiorbasedon
userprefeenceprofiles,and (c) device namemappingand
translation.\We presentan architectue mappingthesefunc-
tionalitiesto reusablanfrastructue componentsealizedas
Internetservices.Theuniquefeatuie of the architecture is
its extensibility— it allows not only the integration of ex-
isting end-points,but also extensionin termsof the end-
devicesand novel servicedt canhandle

We haveimplementedhe Universal Inbox components
in a test-bedsetting supportinga variety of devicesand
services: GSM cellular-phones voice-orer-IP end-points,
voice-mail,e-mail,instantmessging service etc. Wth our
architectute, building personalmobility and servicemobil-
ity features,andextendingthemto new end-pointshasbeen
easyin conceptand in implementation.The performance
analyseswith theinitial implementatiorshowthat eventhe
heavy-weightomponentsanbe scaledto accommodata
large userbase

1. Intr oduction and Moti vation

Theconcepof PersonaCommunicatiorService{PCS)
comesfrom the telecommunicationglomain [9, 26, 31].
While an oftenlooselyusedterm, PCS,in its mostgeneral
senseaefersto the provision of personalizedoice anddata

servicesndependenbf the network [4]. It identifiesthree
kindsof mobility: (a) personamobility —theability to redi-

rectcommunicatioracrossheterogeneousserdevices, (b)

servicemobility — this providesaccesdo servicesndepen-
dentof the users end-point;i.e., the userseesghe sameset
of servicedrom all end-pointsand(c) terminalmobility —

allowing usersto move from one physicallocationto an-
otherwhile having the samesetof servicesavailable. Ter-

minal mobility is provided by today’s cellular networks. In

this paper we concernourseheswith the othertwo: per-

sonalmobility andservicemobility. In therestof the paper
theterm“mobility” refersto thesetwo kindsof mobility.

With new communicationdevices and servicesemeng-
ing at a rapid pace,today’s userhasa rangeof communi-
cation end-points. Considerthe scenariodepictedin Fig-
urel. A userhasseveraldevices(cell-phonepager PSTN
phone,desktopat office, etc.) andservices(e-mail, voice-
mail, instantmessaginginformationaccesservices).She
maywish to managencomingcommunicatiorin aflexible
manner The figure shows redirectionto differentdevice
end-pointdasednwhois calling, thetime-of-the-dayim-
portancéevel, etc. Furthermorethe usermay wish to ac-
cessdifferentservices:news headlineservice,personain-
formationlik e calendasservice here-mailfolders,etc. She
shouldbe ableto do this independentf the accesdlevice
sheis using.

The first aspect(flexible redirection)in the above sce-
narioconstitutegpersonamobility. Thesecondserviceac-
cess)representservicemobility. Therehasbeena lot of
interestandpreviouswork onthefunctionalaspect®f such
featuredle.g.,[22, 28, 1]). Therearealsoseveralcommer
cial serviceghatprovide someof theintegrationfunctional-
ity (e.g.,[14, 10, 12, 15, 17]). However, therehasbeernlittle
researclinto theinfrastructuresupportrequiredto support
thesemobility featuresin an extensibleand scalablefash-
ion. Therearethreemaingoalsin this work:

1. Extensibility: With the paceat which technologyis
moving in this domain,it makeslittle sensedo provide
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Figure 1. A scenario showing personaliz ed,
integrated comm unication

amechanisnthatonly accommodatesxisting devices
or services.Thus,our primarygoalin thedesignof the
Universallnbox is extensibility It shouldbe easyto
add emeging communicationservices,and integrate
themwith all of the existing ones. The right compo-
nentfunctionalitiesshouldbe providedsothatthis pro-
cesf integrationinvolvesminimal developmentand
minimal deployment.

2. Scalability: Thisis animportantconcern-the system
must scaleto accommodate large usercommunity
and must be capableof operationon a global scale.
Thisis our secondmportantgoal.

3. Personalization:Integrationis of little usewithoutper
sonalization. Specifically we meanthat usershould
be ableto specify preferencegor ubiquitousredirec-
tion of incomingcommunicatior(suchasthosein Fig-
urel). Thisis ourthird goal.

The Universal Inbox is our realizationof anintegration
architecturewith all thesefeatures.It signifiesthe mecha-
nismfor achiesing flexible personamobility acrosshetero-
geneousommunicatiorservices.The userseesa unified,
conceptuainbox of incomingcommunicatiorrecevedvia
different channels. We presenta genericarchitecturefor
providing any-to-anyintegration of existing aswell asfu-
ture devices. The architecturealsosupportsservicemobil-
ity acrosgheusers setof devices.

The challengein the designof the Universallnbox s in
comingup with the right separatiorof functional compo-

nents;onethatenables scalablearchitecturehatcaneas-
ily be extendedto newvly emeging devices. The compo-
nentsshouldbe independenbf oneanotherin designand
deployment,while still beinginter-operable.

For therealizationof the featuresetexemplifiedby Fig-
urel, weidentify threekey functionalcapabilities:(a) any-
to-ary datatransformation-for accommodatingiversede-
viceswith differentdataformats,(b) storageandprocessing
of userpreferences for ubiquitousredirectionof incoming
communicationand (c) device nametranslationand map-
ping — to handlethe heterogeneousamespacedike cell-
phonenumbers pagernumbers |P-addressestc. Impor-
tantly, we presenfainarchitecturenappingthesecapabilities
to independeninfrastructue services.

To gaininsight into the requirementdor building per
sonalmobility serviceswe have implementedhe compo-
nentsof our designin atest-bedsettingthatincludesGSM
cell-phonesdesktoplP end-points,regular e-mail, instant
messagingervice,etc. The (re)useof the threefunctional
building blocksmadethe additionof eachsubsequentnd-
point easier In this paper we presentthe designof our
systemandthe experiencegainedfrom theimplementation.
To addresgprovisioningandscalingconcernof theinfras-
tructure services,we have done preliminary performance
testswith our implementation. Theseshow that even the
heavy-weightdatatransformatiorcomponentanbescaled
to a large-userbase. This supportsour architecturaldeci-
sionto placethecomponentén theinfrastructureasshared
services.

The restof the paperis organizedasfollows. The next
Sectionpresentghe principlesunderlyingour designfol-
lowedby theactualdesignof thearchitecturacomponents.
Section3 illustratesthe extensibility aspectf our design
by meansof a discussiorof exampleserviceshatwe have
built. Sectiord presentsheresultsof theperformanceests
for scaling. Section5 discusseselatedwork and Section6
summarizesur conclusions.

2. Designof the Ar chitecture

Thefollowing principlesarekey to thedesignof theUni-
versallnbox.

1. Sepaation of Functionality: The first principle that
we follow is to clearly separatdéunctionalcapabilities
so thatthey canbeimplementedanddeployed asin-
dependentreusablenetwork components.The reuse
of functionalityimprovesextensibility. Further shared
network servicescanbescaledwell usingclustercom-
puting platforms|[6].

2. ProvidenetworkanddeviceindependenceBy provid-
ing thesejt becomegasyto implementuniform func-
tionality that spansheterogeneousserdevices. For



instance supposehat we have the functionality of e-
mail accesghroughcell-phone With network andde-
vice independencé¢aken care of by the components,
the samefunctionality would be readily available on
theusers PSTNphoneaswell.

3. Pushcontml towardscallee: In the currentcommuni-
cation paradigm,the caller controlshow to reachthe
callee. This is atloggerheadsvith the conceptof per
sonalmobility and personalization Flexible handling
of incoming communicationis achiesed by pushing
controlaway from the callerto thecallee.

2.1 Componentsof the Ar chitecture

For integration of heterogeneoudevices and services, Sem@”g)

we require(atleast)thefollowing functionalcapabilities.

e Any-to-ary datatransformationithis would be anim-
portantpiecethat provides device independence.ln
part,by handlingdatatype transformatiorin ageneric
fashion,it would provide device data type indepen-
dence

e User preferencebasedubiquitous redirection: this
functionality would enable personalizedredirection
of incoming communicationbetweendifferent end-
pointsof thecallee.

e Device or serviceend-pointnamemappingandtrans-
lation: the requiremenfor this capabilitycanbe seen
directly from Figure 1. If the userhasdifferentend-
devices or serviceswith different names, mapping
betweentheir identities is necessanyfor integration.
This functionality would provide device nameinde-
pendence

Apart from these components,we have gatevays or
Access-PointgAPs) bridging differentaccessetworksto
the Internet(Figure 2). They performthe importantfunc-
tion of protocoltranslation(proxying) betweenthe access
network protocol and an Internet sessionprotocol (like
SIP[30]). They establisrandteardown sessiongassociated
with userto-usercommunicatioror serviceaccessAPsuse
thedata-transformatioandname-mappingomponents$or
device-independentperation.

We have madethe crucial designchoice to have our
architecturebe network- ratherthan edge-centered.That
is, we implementthe mobility componentsas servicesin
the coreinfrastructureasopposedo colocatingthemwith
the access-pointat the edges. This is shavn in Figure 2.
Theaccess-pointasethe corecomponent$or the mobility
functionalities. (By coreinfrastructure we meanthe Inter-
netthatis in the middle of all the differentaccessetworks
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= =
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Access Point 4
Access Point

Device end-point 2 (Voice-over-IP)

@ Data Transformation Agents: APC-Service
@ Preference based redirection agents: Preference Registry

@ Name mapping servers

Figure 2. Reusable components in the
Internet-core

—thisdoesnot necessarilyneanthe core“backbone”of the
Internet).

This is a crucial deviation from the approachtaken
by otherarchitecturedik e the Mobile PeopleArchitecture
(MPA) [28] in which the mobility componentsare colo-
catedwith the gatavay functionality atthe edge of two net-
works. It is alsodifferentfrom today’s integration of the
GSMcellularnetwork with the PSTN- thisis donethrough
anInter-Working Function(IWF) attheedge of thetwo net-
works[24].

This designchoice is in accordancewith our goals.
Placemenbof functionalityin the coresimplifiesextensibil-
ity: reuseof thesecomponentsimplifiesdevelopmentand
deploymentof new accesgoints. Componentsn the core
canbesharediy multiple access-pointsThey canbeincre-
mentallyprovisionedto accommodata growing usercom-
munity. And their implementationcan also leveragescal-
ableclusterserviceplatforms[6, 8].

In thefollowing subsectionsye discusgshearchitectural
componentsn turn.

2.2 Data Transformation Service: Automatic Path
Creation

In mobility scenariosnvolving heterogenoudevicesor
servicessomeform of datatransformations required. In
accordancsvith our designprinciple (#1), we separatehis



functionality into an independentomponentthat can be
reusedby all mobility features.This components thedata
transformatiorservice

The datatransformationcomponentieverageshe pow-
erful conceptof AutomaticPath Creation (APC) from the
Ninja project[11]. In APC, an operator is a genericdata
transformer(e.g.,anaudiocodec),anda pathis a seriesof
operatorsstrungtogether{20]. Thisis depictedn Figure3.
The pathshowvn consistsof two operatorgthe bold lines)—
it corvertsa givenpieceof text to PCM audio.

GSM encoded audio

HTML-Email
N 7

Speech synthesizer PCM encoder

AN -
VRN S
. o= = - > )
- =~ GSM encoder
HTML text extractor

Plain text PCM audio

Figure 3. lllustration of a Path

SincethiscomponentisesAPC,we alsocall it the APC-
Service Theterm“automatic”refersto thefactthatwe only
needto specifytheinputandoutputdataformats(andinput
sourceandoutputsink) to the APC-Servicejt thenstrings
togethettheoperatorsiecessaryor thetransformatiorfau-
tomatically”.

This providesahighly extensiblemodel.For instancejn
Figure3, suppos@newishesto addsupportor GSMaudio
aswell, all thatneedsto be doneis to addanoperator(see
the dottedlines on theright). Similarly, supposeve want
to add supportfor corversionof HTML e-mail messages,
we would just have to addthe appropriateoperator(seethe
dottedlinesontheleft).

A genericdatatransformationcomponentis absentin
today’'s communicationinfrastructure. Transformationsif
ary, happenat the edges(e.qg., at the Inte-Working Func-
tion betweerthe GSM andPSTNnetworks[24], or ateach
serviceprovider deploying integrationservicesandarenot
genericenoughor reusabldor otherservices.

2.3 PreferenceRegistry for Redirection

The secondfunctionality commonto personalmobility
scenariods redirection. Redirectionis often highly user
specific (refer to Figure 1). This functionality is imple-
mentedwithin the PreferenceRegjistry (PR) component.
The PR storesand processesiser preferenceprofiles and
actsastheredirectionagentacrossheterogenoudevices. It
realizeghe“control for the callee” designprinciple (#3).

User’s preferencespecifiesthe way a particularincom-
ing communicationshouldbe handled. It is a function of
several factorslike the time of the day, callerid, userlo-
cation, userstate,andso on. The inputscanbe classified
into persessionnputs(thefirst two in the previouslist) and

dynamicinputs (the lasttwo). The outputis the preferred
end-pointof thecallee.

We representiserpreferencesa setof rules. We model
it asa scriptthatis processedy the PR, eachtime with a
new setof input valuesto the script. Projectssuchasthe
MPA [28], TOPS[1], andActive Messengef22] have used
similarwaysof representingiserprofilesandcollectingthe
input parametersWe view theseascomplementaryo this
aspecf our system.Figure4 shonvs anexampleof a user
preferencescript.

I F (9AM $<$ hour $<$ 5PM) // At Ofice
THEN Pref erred- End- Point = O fice-Phone

IF (5PM $<$ hour $<$ 11PM // At Hone
THEN Pr ef err ed- End- Poi nt = Hone- Phone

I'F (11PM $<$ hour $<$ 9AM // Sl eeping
THEN Pr ef err ed- End- Poi nt = Voi ce- Mai | ;

Figure 4. A Simple Preference Script
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Figure 5. A screen-shot of the GUI for speci-
fying user preferences

The UserlInterfaceissueis an orthogonal albeitimpor-
tantone. Building aninterfaceto let the userspecifypref-
erenceshasedon simple parameterdik e time-of-day and
callerid is straightforward. It is morecomplicatedo spec-
ify rulessuchas: forward faxes cominginto my office as
e-malil, if 1 have not beenin the office for 2 days. We
have built a GUI for specifyingsimple preferencescripts
— a screen-shobf this is shavn in Figure5. We arein the
procesf perfectingthis GUI to performusagestudiesin
thefuture.

Justaswith formattranslationredirectionis donemostly
at the edgestoday: the userspecifieshe numberto which
incoming calls to a particular end-point should be for-



warded. While this is a useful functionality supportedby
sessiorsetupprotocolslike SIP[30], redirectionacrossle-
vicesfor personamobility shouldreally be doneat a cen-
tral point. Placingthis functionality attheedgesmeanghat
it hasto be replicatedeachtime thereis a nenv end-point
(i.e.,theuserhasto specifyredirectionfor eachof the end-
points). Centralizingredirectionin the Preferencdregistry
is in accordancevith our goalsof extensibility to new end-
points.

2.4. Naming service

The Naming serviceis a componentrequiredfor han-
dling heterogeneoudevices and servicesthat have differ-
entnamespaceslt allows usto mapbetweerthe different
userend-pointidentitiesin thesenamespacesWe definea
unique-idfor auserwhichis equivalentto MPA’s PolD [28]
or UMTS’sUPT number{26].

The Naming servicemapsbetweerthe identitiesof the
users different end-deices, or communicationservices.
All theseidentities map to her unique-id — this allows
lookupof furtherinformationindexedon the users unique-
id. For instance the location of the users preferencereg-
istry is determinecasa mappingfrom the unique-id.

TheNamingserviceis usedasthe bootstrapmechanism
for locatinga useror a serviceend-point. Henceit needs
to be globally distributed and scalable. We considertwo
optionsto achieve this. The Domain Name System[23]
is a globally distributed mappingservicein usein the In-
ternettoday Onepossibilityis to usethe DNS for themap-
pingswe want. Namespacesik e cell-phonenumbersould
be corvertedto the dottedstring notationfor makingthem
DNS entries. And a specialtype of DNS recordcould be
usedfor the entrieswe areinterestedn.

A secondpossibilityis to usea hierarchicatreeseparate
from DNS, but usesimilarmechanisméor distributionsand
scaling. Thefirst choicehasthe advantageof usingthe ex-
isting DNS infrastructurebut might endup overloadingit.
The secondchoiceallows theflexibility of having separate
cachingand ownershipsemantics.This is importantsince
the useof our namingentriesis likely to be very different
from today’s DNS. We are continuingto explore the two
choices,but have taken the secondapproachsinceit was
easyfor implementatiorin ourtestbed.

In eithercase gxtendingthe namehierarchyis easy Ad-
dition of a new name-spac@volvesthe additionof a sub-
tree to the namehierarchy Figure 6 shovs an example
wherethe namehierarchyhasbeenextendedto includea
new pagingservicethathasa new namespaceor its pager
end-pointidentities.

Name-space Hierarchy

-~ _ Pager numbers

IP-Addresses Cell-phone numbers

Figure 6. Extending the name-space: an ex-
ample

2.5. AccessPoints

An Accesgoint (AP) providesgatevay functionalityfor
anaccesgetwork. It exportsa genericsessiorsetupinter-
faceto the Internetcore. The commonsessiorsetupinter-
faceprovidesa level of indirectionthatis key to achiering
network independencédesignprinciple #2).

An AP could interfaceto a serviceor to devicesin an
accessnetwork. For instance,we could have an AP to
interfacewith an e-mail store, and anotherat the Mobile
Switching Center(MSC) [27] of a GSM network to inter-
facewith cellularphones.An AP actsasa client whenit
establishe®utgoing(i.e., into the Internetcore) sessions,
andasaserverwhenit acceptincomingsessions.

2.6. Putting it all together: An Example

Figure7 shavsasimplepersonamobility scenariaising
the architecturalcomponentsntroducedabove. It shavs
how personalizededirectionwould work acrossheteroge-
neousdevice-types.The callerdialsa numberfrom the cel-
lular network. The AP atthe edge(e.g.,atthe MSC or the
Base-Station)nterceptsthis (step1) and getsthe unique-
id andthe locationof the preferencaegistry of the callee
usingthe distributed Namingservice(step2). It thengets
the currentpreferredend-pointof the calleefrom his PR
(step3) andestablishes call sessiorthroughanotherAP
to the callee (steps4-7). An APC serviceinstancein the
infrastructureis usedfor ary datatransformation(step8).
(We view theproblemof locatinganappropriateservicein-
stanceasanimportantbut orthogonalproblem).

3. Extensibility in the Universal Inbox

In thissectionwe presentheextensibility featureof the
Universallnbox by describingour experiencewith building
mobility featuresin the framework presentedabove. It is
importantto notethatthe individual functionalitieswe de-
scribeherearenot novel by themseles. But the way they
are built by (re)usingthe separatecomponentss what is
unique. In Section3.1, we list the functionalitieswe have
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Figure 7. Putting it all tog ether: An Example

implementedincrementallyand describethe different ex-
tensionswe have madeto the Universallnbox. Thenin
Section3.2 we discusgheseextensibility featuresandalso
someof the caveats.

3.1 Implementation Experience

Figure8 andTablel show the step-wiseadditionof end-
points and featuresto the Universal-Inbox. Specifically
they shav the Access-Pointsandoperatoratthe APC ser
vice thatwere added. During eachstep,additionalprefer
enceprofilesand namingentrieswere also created. How-
ever, theseare not shovn sincetheseare only configura-
tion changesindnot functionalityadditions.The“+" atthe
beginning of eachentry in Table 1 denotesthat the entry
represent@n addition to the setof end-points,operators,
andfeatures.(All of the APsin thetablehave beenimple-
mented exceptthe PSTNAP —row #7).

To startwith (row #1 of Table 1), we have two kinds of
end-pointsin implementation: (a) GSM cell-phones,and
(b) Desktopvoice-over-IP end-pointdn theform of the Vi-
sual Audio Tool (VAT) [19]. Eachkind of end-pointis
reachabléhroughanAccessPoint. TheGSM AP interfaced
to the cell-phoneghrougha Base-Statioranda BSC/MSC
simulator;the detailsof the interfacearenot relevanthere.
The VAT end-pointausethe GSM codecandwe have a sin-
gle datatypein our system:GSM audio.

Thenamehierarchyhasentriesfor IP-addresseandcell-
phonenumbers. Personalizededirectionacrossthe het-
erogeneougnd-pointsis possiblethroughthe use of the
PR andNamingservicecomponentsThe examplein Sec-
tion 2.6 shavedhow this would work.

Extension of the redirection functionality to include
voice-mailinvolvesthe additionof anappropriateAP (row
#2). This AP alsoallows a userto accessher voice-mail
througheitherof the earliertwo end-points. Note thatthe
developmentanddeploymentof this voice-mailAP is inde-
pendenbf the previously existing APs.

Thefirst text-basedend-pointwe integrateis e-mail (row

#3). For this, we implementa client AccessPoint that
residesat the users e-mail storeand establishe®utgoing
sessiongor readingout e-mail to the users preferredend-
point. For eache-mailreceivedin theusersinbox, the Ac-
cessPoint checksthe users PreferenceRegistry to seeif
(acopy of) the e-mail shouldbe redirectedto anotherend-
point (e.g.,theusers cell-phone).

The supportrequiredfor this atthe APC Serviceis three
operatordor text to speeclttorversion:(a)text to sun-audio
(basednfestival [5]), (b) sun-audido PCM (basednthe
sox Unix program),and (c) PCM to GSM (basedon the
toast GSM codec[3]). With thisin place,e-mailscannow
beredirectedo all previousend-points.

Next, we doasimilarintegrationwith aninstantmessag-
ing service by implementingan AP for the same(row #4).
The AP interfacedwith the Sanctioinstantmessaginger
vicethatwasdevelopedaspartof theNinja project[11]. We
cannow reuseall of the APC functionalityaddedn thepre-
vious step. The functionalitiesavailablewith e-mail earlier
arenow readilyavailablewith instantmessagingswell.

We now enableaccesdo two servicesn turn. Thefirst
is the Jukeboxservice(row #5)—which wasalsodeveloped
independenthaspart of the Ninja project[11]; the service
playsstreaminglPEG3encodednusicto the users desk-
top. We addan AP to proxy for this service,andalsoadd
anoperatoratthe APC service(MPEG3to PCM corwverter,
basedon the mpg123 unix program). We reusethe PCM
to GSM operatoraddedearlier, andaccesgo this serviceis
now enabledfrom the device end-points:cell-phonesand
VolIP desktops.

The secondservicewe enableaccesdo is the Media-
Managerservice(row #6). This wasalsodevelopedinde-
pendentlyasa separatgroject. It is a servicethat sitsin
front of the users e-mail store,andis capableof doingin-
telligent processing'suchas summarizing)on the e-mail.
Enablingaccesgo this involved building the AP to proxy
for it. The MediaManageis capableof outputtingseveral
audioformatsincluding the GSM format. Henceno addi-
tional operatorsarerequiredat the APC service.

Finally, we considerhow we canadd PSTNtelephone
end-pointsto the system(row #7). This capabilityhasnot
beenfully implementedset. We have aH.323gatevay [13]
interfacing with the PSTN network. We needto add an
AP in front of this gatavay. This gatavay supportsonly
the G.723audioformat. To interoperatewith GSM-based
end-pointswe needto addthethreeoperatorshawvn in the
table. With this done, all of the previous functionalities:
redirection,screeningand serviceaccesghat were possi-
ble with the earlierend-pointswill now be possiblewith
PSTNtelephonesswell.
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Figure 8. Step-wise additions to the Univer sal-Inbo x (refer Table 1)

3.2 Discussionof Extensibility Features

In general,extendingthe systemto new devicesor ser
vicesinvolvesthe additionof an AccessPoint. An Access
Pointessentiallyprovidesthe glue for integration. It hasa
device- or service-specifigart, and it hasa genericpart.
The genericpartis the Internetsessiorestablishmenpro-
tocol, suchasSIP [30]. In implementationwe have used
asimpleJava RMI basedsessionnitiation andtermination
protocol,sincethisis notthefocusof ourwork.

The device- or service-specificpartof the AP could be
quite complicated. For instance,developing this for the
GSM AP requiredunderstandinghe GSM protocol stack

andwasa considerableffort of aboutnine person-months.

However, APsto simple servicescanbe developedeasily
The interfacesto the Jukebox serviceand the MediaMan-
agerserviceare quite simple — JavaRMI calls to retrieve
songsandmessagegespectiely. APsto theseservicesare
only about700linesof Java codeeach- onecouldconsider
addingmorefrills to theseAPsthough.

While extendingthe system,in somecaseswhenthere
arenew dataformatsinvolved,operatorhaveto beaddedo
an APC serviceinstance.Hereagain,an operatormay not
be easyto implementby ary means.For example,atext to
speecltorversionsoftwareis non-trivial. Butthekey is that
suchfunctionalitiescanbe reused- notonly in implemen-
tation, but alsoin deployment Thatis, a third party APC
servicein the Internet-corecanbe usedfor the appropriate
conversions. This is richer thanthe reuseof functionality

thatis possiblewith otherarchitecturedik e the MPA [28].

An MPA Personal-Proxy(PP) can reusethe “conversion
drivers” for differentmobility features. But suchreuseis
not possibleacrosgwo instance®f the PP

The deploymentof new servicesandintegrationof new
devicesis helpedby thefactthattheaccespointsareinde-
pendent They canbe developedanddeployed at different
pointsin theinfrastructurepy differentparties.

Theextensibility featuresof our architectureareenabled
by the separatiorand reuseof components.While this is
arich feature,therecould be dravbacksin somecases.|f
the interfacesbetweenthe componentsare definedover a
network, they cannotbe asrich asthey canbe whencom-
ponentsaretightly coupled.Considerfor example thecase
of the MPA wherethe PersonaProxyencapsulatelsoththe
Preferencdregistry functionality aswell asAPC function-
ality. It canimplementservicedike “if the e-mail hasthe
wordsfreecoffeg andI’'m at my office, beepmy pagerso
that!l don't missout”. Thistaskwould involve closeinter-
actionbetweerthe datatransformatiorcomponentndthe
userpreferencerocessingomponengandcannotbe done
easilyin our casewherethe two could be separatedver
a network. Thusthe extensibility andreusegainedby the
separatioomeanshelossof someflexibility .

Separatiorof componentsouldalsomeanadditionalla-
teng. In Figure7, the Namingservice,PR,andAPC have
to be accessedeparately This could addto the call setup
lateng. However, this canbe addressedby placingthese
componentsso that they are not far apartin the network.



] | Device/ServiceAP | Operatorsn APC | Personal/Serviceobility features |
1 Cell-phones#1) & (none) Call redirection/screeningasedn time-of-day& callerid
Voice-over-IP (#2)
2 | (+) | Voice-mail(#3) (none) Call redirectionto voice-mailalsopossible

Voice-mailaccessrom cell-phone/dIP end-points

Op6(PCMto G.723)
Op7(GSMto PCM)

3 | (+) | Mail-push-client(#4) Opl(text to sun-audio) | Emailredirectionto cell-phone/\dIP/\bice-malil
Op2(sun-audiado PCM)
Op3(PCMto GSM)
4 | (+) | Instant-message-clie(#5) | (none) Instantmessageedirectionto cell-phone/\dIP/\bice-mail
5| (+) | Jukebox-servicé#6) Op4(MPEG3to PCM) Jukeboxaccesgrom cell-phone/\dIP
6 | (+) | MediaManageservice(#7) | (none) MediaManagenccesg$rom cell-phone/\d1P
7 | (+) | PSTNend-pointg#8) Op5(G.723to PCM) Call redirectionto PSTN,E-mail redirectionto PSTN

Instant-messagedirectionto PSTN
Julebox& MediaManageraccesgrom PSTN

Table 1. Step-wise additions to the Univer sal-Inbo x (refer Figure 8)

For instancejf atelephoneserviceprovider deploys anac-
cesgointataswitch,theserviceprovidercouldalsodeploy

(oruse)anAPC servicenearthe AP to reducethecall setup
latengy.

4. Scalability Analysis

In our design thethreearchitecturatomponentgreim-
plementedand deployed as sharedinfrastructureservices.
Therearescalingandprovisioningconcernghathave to be
addressedor suchsharedservices. This sectionpresents
theresultsof stress-testingurimplementatiorfor scalabil-
ity. Thenumbersn this sectiongive anideaof thecompute
resourcesequiredto supporta givensizeusercommunity
We also provide latenyy measurementdiowever, they do
not include wide-areanetwork latencies,sinceour current
testbeddoesnot spanthewide-area.

Among the three componentsthe naming serviceis
light-weightby nature sinceit only involvesname-lookups,
andcanbenefitfrom optimizationdik e caching.Hencewe
focuson the performancef the othertwo componentsWe
now briefly describethe main featuresof our implementa-
tion beforepresentinghe resultsof the performancexper
iments.

4.1 Relevant Implementation Details

The APC Serviceand the PreferenceRegistry compo-
nentsare Java-basedmplementationsIn accordancevith
our goalsof scalability the APC Serviceis structuredor a
clusterbasedmplementationlt hasafront-endandseveral
back-endseachback-ends capableof runningoperators.
The front-end decideswhich operatorsto run and where.
The operatorghemselesareall in C, sincethey perform
the bulk of transformationsandhave Jasa wrappersat the
back-enchodes.

The PRalsohasa front-endanda back-end.The back-
endimplementsthe storageof the userpreferencescripts,
andthefront-endprocessethem. The back-endusesa dis-
tributed, persistent,clusterbasedstoragemechanism7].
The scriptsarerepresentedh TCL andthe front-enduses
aJaclinterpreterto procesghem[16].

For all the tests,we used500Mhz Pentium-IIl 2-way
multiprocessomachinedor theseners(i.e., thefunctional
componentsiand a 400MHz Pentium-1l machinefor the
client. Thesenershad256MB of mainmemoryand512KB
of processorcachein eachof the processors.The seners
werein acluster andtheclientwasseparatefrom themby
6 hopswithin anin-building LAN (approx.1msround-trip
time). All machinesvererunningLinux-2.2. All the Java
programausediBM’s JDK v1.1.8.

4.2 The APC Sewvice

At the time of this writing, the APC servicehasgone
throughoneroundof performanceptimization. Our orig-
inal implementatiormodeledoperatorsas unix processes;
one such processwould run for eachpathin a back-end
node. This did not scalewell dueto the overheadf a pro-
cessperoperatomperpath.

In the next round of implementationwe have modeled
operatorsaasbheingsharableby multiple paths.A singleop-
eratorhandlesmultiple pathsby readingfrom andwriting
to differentsoclets. We shaw the performanceof this op-
timized implementatiorbelon. We have implementedhe
toast (PCM-to-GSM)anduntoast (GSM-to-PCM)opera-
tors underthis optimized model. We have not yet imple-
mentedthe otheroperatordn this model. For comparison,
we alsoimplementeda null operatorthat simply copiesits
inputto output(we usePCM dataratefor this operator).

A path persistsfor the durationof a session. Sessions
may last for varying periodsof time. One can expecta
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certainnumberof pathsin serviceat ary giventime. This

numberaveragedover time is a measureof the load at the

APC service. For measurementontrol, we fix this metric
of load for the durationof an experiment(i.e., we createa

fixed numberof pathsat the beginning) andvary it across
differentruns. With this fixedload atthe sener, aclientre-

peatedlycreatesandtears-davn further paths. All the pre-

existing pathshad datastreamingthroughthem. The data
rateis oneaudioframe per 20ms;a frameis 160 bytesfor

8kHz PCM dataand33 bytesfor GSM data.

Underthis setup,we measurdwo parameterspathcre-
ationthroughputandlateng. Figures9 and10 shaw these
two parameterasa functionof theload(i.e.,thenumberof
simultaneousathscreatedat the beginning of the experi-
ment). We useseparatdront-endand back-endmachines
for theseexperiments. The graphsalso shav the corre-
spondingmeasurement®r the optimizedandunoptimized
null operators.

The measurementshav that an averageload of at
least60-70simultaneousalls canbe supportedbeforethe

throughputdropsto half its valueunderzero-load- for the
toast operator This numberis even higherfor the untoast
operator Theunoptimizedperatoiscalesrerypoorlysince
it usesa unix procesdor eachpath.

The performanceof thetoast operatorgoesdown more
rapidlythanuntoast: GSMencodings moreheary-weight
than decoding. The performancefor the (optimized)null
operatotis actuallyworsethanthatof theuntoast operator
A possiblereasonfor this is that the null operatoruseda
higheroutgoingdataratethanthe untoastoperator(the null
operatousedPCM datarateon bothsideswhile theuntoast
operatousedalowerdatarateGSM audiofor theincoming
data). This would meanthat the operationsare not CPU
intensive, but 1/0O intensve. We have actually confirmed
thisandthenull operatowith the GSM dataratedoesscale
better We hadathroughpubf 11 pathcreationgersecond
at a load of 80 simultaneouspaths. We have not included
thisin thegraphfor the sale of clarity.

Calculation of Scaling

We now mapthenumbergresentedboreto thenumber
of usersthatcanbe supported We do this in the context of
two-way telephonecalls sincethereare extensie statistics
availablefor this.

Supposehe averagecall arrival rateis R, and suppose
an averagecall lastsfor ¢, the averagenumberof calls at
agiventimeis L = ¢ x R at steadystate. The maximum
throughputof the system(rate of path creation)shouldbe
greaterthanthevalueof R for the systemto keepfunction-
ing steadily

From the studiesin [21], at the busy hour, R =
2.8 calls/hour [user x N (N is thenumberof usersin the
system)andt = 2.6 minutes. FromFigure9, thethrough-
putis 7.2 paths/sec whenL = 64. R = L/t = 0.44
calls/secondThethroughputis indeedgreaterthanthe ar-
rival rate R.

The number of users is calculated by N =
R/(2.8 calls/hour) = 571. This meansthata usercom-
munity of over500canbeeasilysupportedy ourtwo-node
APC service. This is encouraginggiven that theseoper
atorsare reasonablycomplicated. The telephonenetwork
employs special,expensve hardware equipmentfor doing
thesetransformationgseeTRAU in [25]). We expecteven
betterscalingwith furtheroptimizations.

Latency thr ougha path

Finally, we presentthe lateny experiencedby a data
streamthrougha path, after path creation. Table 2 shovs
thesenumbersfor the optimizedtoast anduntoast opera-
torsandfor the original unoptimizednull operatorfor var-
ious path lengths. The numbersin parenthesegjive the
standard-errofor 200 obsenations;someof thelargevari-
ationsare not surprisinggiven that the round-tripbetween
theclientandthe seneritself wasims.Evenin the caseof
multiple operatorpaths,all the operatorsvere runningon



the sameback-endmachine.Theselatenciesare quite low
comparedo typical network latencieshowever, furtherop-
timizationsarecertainlypossible.

| Operator| Lateng throughpath |

Toastop | 9.5ms(0.19ms)
Untoastop | 11.8ms(0.46ms)
1-null-oppath | 3.8ms(0.48ms)

2-null-opspath
3-null-opspath

5.3ms(0.90ms)
4.5ms(0.09ms)

Table 2. Latency through a path

| Throughput| 55.3requests/se¢

Lateny breakdavn
Baclendretrieval
Scriptinterpretation
JavzaRMI

Total

8.9ms(0.51ms)
17.7ms(1.32ms)
9.4ms(2.3ms)
36.0ms(1.79ms)

Table 3. PR throughput and latency

4.3 The PreferenceRegistry

We now presentheperformanceaumberdor the prefer
enceregistry. In theseexperimentsthe PRwaspre-loaded
with preferencescripts (dummy ones)for 5,000 different
users.Eachscriptwas50linesof TCL. Althoughtheback-
endstorecanbedistributedover multiple nodesthe exper
imentsuseonly a singlenode. This singlenodealsoruns
thefront-end.

We hadtwo differentclient threadsto repeatedlyaccess
the preferencaegistry. Table 3 shaws the throughputand
lateng/ of preferenceegistry access.Thetablealsogives
the breakdavn of the lateng. The RMI lateny wascom-
putedby subtractingthe sumof the latenciesat the sener
from thetotal lateng attheclient.

Calculation of Scaling

If we considerthe call arrival rate of 2.8/hour/user
(from [21]), therewould be N x 2.8/3, 600 call setupsper
secondandthe correspondingamerateof PRrequestgper
second.Usingthe valueof 55.3 lookups/sedrom Table 3,
we estimatehatasinglePRcansupportN = 71,100 users.
Giventhat we loadedthe PR with only 5,000 userprefer
encescripts,it would be safeto saythatatleast5,000users
canbesupportedy asinglemachinePR.

4.4. Additions to SessiorSetuplatency

TheNamingService PRandthe APC-Servicenhaveto be
accessedeparatelyluringsessiorsetup(referto Figure7).

FromTable3 andFigure9, we seethatthe accesseto the
PRandthe APC-Serviceaddapproximatel\36msand50ms
respectiely to sessiorsetup. The Naming Servicewould
alsoadd lateng, but extensive cachingcanhelp here. At
the APC-Servicethe breakdavn of lateny was: 5.5msfor
JavaRM, 19.2mdor communicatiorbetweerthefront-end
andthe back-endJasaRMI again),and25.4msfor instanti-
atingthe pathatthe back-endhode. Thesenumbersarefor
thetoast operatomwhentherewasaloadof 48 simultaneous
paths.

Althoughthesdatenciesnaybeacceptablén somesce-
narios(lik e asynchronous-mailto voice corversion),they
are quite high for regular call setup. We expectto bring
thesenumbersdown in the next roundof implementation.

5. Related Work

We have comparedour architectureto existing onesin
severalcontextsin the previoussections.This sectionsum-
marizeghesecomparisons.

There hasbeena lot of recentcommercialinterestin
serviceintegration. Thereare several efforts that provide
partial integration of communicationservices. Thesein-
clude serviceslike e-mail/iwice-mail integration[12, 15],
e-mail/fax integration [10, 14], etc. Some provide only
“name” integration,and no “type” integration. None pro-
vide true ary-to-ary, extensibleintegrationor personalized
redirectionacrossall devices.

The Active Messengeiproject [22] provides elaborate
mechanismdor delivery of messagegso the userat ary
end-point. It concentratesn this functionality — which is
animportant,but orthogonalproblemto whatwe focuson.
We presenaninfrastructurecomponenbasedapproactor
extensibleintegrationon top which functionalitieslik e the
Active Messengeagentcanbe built.

There have also beenrecentresearchefforts with re-
specto PersonaMobility. TheMobile PeopleArchitecture
(MPA) [28] is an architecturebasedon a PersonalProxy
(PP)for achiering person-leel routing; the PPis responsi-
ble for handlingcommunicatioron the users behalf. Tele-
phory Over Packet networkS (TOPS)[1] is anarchitecture
thatprovidesredirectionof incomingcommunicatiorusing
aTerminal-Tracking-Serer.

The clearidentificationandseparatiorof the functional
componentsn design,implementation,and most impor-
tantly, deployment,is uniqueto our architecture.The Uni-
versallnbox architecturanapsthesecomponentso a setof
reusablenetwork components As we arguedin Section3,
thishasimmenseadwantagesn termsof extensibility; espe-
cially with respecto thedatatransformatiorcomponent.

MPA andTOPSidentify componentsor userpreference
managemenand nametranslation. MPA alsoidentifiesa
componenfor datatransformatior{thecorversiondrivers).



However, the componentsare tightly coupledand are not
realizedas reusablenetwork services. This restrictsthe
extensibility and scalability of thesearchitectures.For in-

stance,n the caseof the MPA, the PP hasto know about
all possibledataformats(i.e., have the appropriate‘Con-

versionDrivers”). If thereis anew servicewith anew data-
formatthatneedgo beintegratedwith the systemthe PPs
of all usershave to be changedo accommodat¢his. With

the Universallnbox, sincethe datatransformationrcompo-
nentis anindependenthird-party service,only this hasto
change. All usersfrom all devices cannow usethe new

service(Section3 provided specificexamplesto illustrate
this).

Furthermore the Universallnbox usesthe notion of a
path of datatransformatior{20], which providesan exten-
sible datatransformatiormechanism.This givesus addi-
tional extensibility features.

Finally, UMTS [29] is an ETSI standardizatioreffort
thatincludesthird generationPCSservices;personalmo-
bility acrossdevice end-pointsis one of its features. It
makesuseof IntelligentNetwork componentdor realizing
its functionality [2, 4]. Despitebeinga highly scalablear
chitecturebasedon the SS7network, it doesnot identify
explicit componentsor preferencéasededirectionor data
transformationFurthermoreits SS7basedarchitecturehas
implicationson the high costof entryto addingnovel func-
tionality [18].

6. Conclusionsand Futur e Dir ections

Providing personalizedintegration of heterogeneous
userdevicesis of crucial importancefor communication
management.There hasbeena lot of recentcommercial
aswell asacademignterestin integratingusercommunica-
tion end-pointsin this paperwetake acloselook atwhatit
takesto provide arny-to-ary integrationin anextensibleand
scalabldashionin anintegratednetwork. We identify three
crucial componentdor suchanintegration,andpresentan
architecturemappingtheseto reusableinfrastructureser
vices.

The key strengthof our architectureis the extensibil-
ity of the system.The network-centricapproachmakesthe
systemeasyto extendto new end-pointsand servicesithe
reusablecomponentsn the core provide the “glue” to in-
tegratewith all existing end-points. Easeof extensibility
also comesfrom the flexible path model upon which the
datatransformatiorcomponents built. Easeof deployment
in thearchitecturecomesfrom thefactthatservice-specific
accesyointscanbe deployedindependentlythe users e-
mail serviceprovider canbuild anaccespointindependent
of their pagerserviceproviderandtheusercanstill manage
thesetwo servicesn anintegratedfashion.

Personalization is provided by a central redirection

agentratherthanat the edgesihis meanshatit is easyto
personalizahe managemendf all of a users devices. Our
initial performancesxperimentsshow thatit is indeedpos-
sible to scalethe infrastructurecomponentdo a large user
community which would be requiredwhenthesecompo-
nentsareimplementecdhsreusableservices.

Our implementationof the mobility featureshasgiven
us experiencewith building and extending servicesusing
the componenbuilding blocks. A variety of issuesemain
for futurework.

We have assumead clusterbasedmplementatiorof the
APC servicein which data pathsare within the cluster
However, theremay be caseswvhenthis is not possibleand
a pathhasto be stretchedacrossthe wide-area. Thereare
interestingissuesof path-controland monitoringin sucha
scenario. Also, infrastructureservicesthat have multiple
instancesantake advantageof the Internettopologyto be
stratgically placedsuchthat a serviceinstanceis always
availablefor the client of the service.We arecurrently ex-
ploring thisissue.Finally, we have notaddresse@ssuege-
latedto securebilling for servicesn theintegratednetwork,
which arecrucialfor arealdeploymentof the system.
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