
WiFiNetMon: Interference Measurement
in Long Distance WiFi Mesh Networks

A Thesis Submitted

in Partial Fulfillment of the Requirements

for the Degree of

Master of Technology

by

Akhilesh Bhadauria

to the

Department of Computer Science & Engineering

Indian Institute of Technology, Kanpur

June 2007



Abstract

Over the past few years long distance WiFi links have emerged as a viable option to

provide connectivity to rural regions. Its cost effectiveness compared to wired networks has

been particularly attractive. However, networks consisting of such links has been a topic

of research only recently. As a result, although several long distance WiFi deployments

exist, little has been done in the area of network monitoring and management for such

networks. WiFiNetMon is an initiative taken at IIT Kanpur to deal with this dimension of

long distance WiFi links. This thesis forms an integral part of this initiative.

In this thesis we focus on measurement of interference experienced by the links of a

long distance WiFi network. We measure (a) the link signal strength for each link in the

network, (b) the interference experienced by each link in the operational network, (c) the

interference experienced by a link if all other links were running on the same channel (same

channel interference), and (d) the interference experienced by a link if all other links were

running on a non-overlapping adjacent channel (adjacent channel interference).

We handle the problem of the interference range of a node being larger than it’s trans-

mission range by clever use of transmit power and transmit rate during measurements.

The tool developed as a part of the thesis is able to deal with temporary unavailability of

some links of the network. It performs the above measurements with minimal overheads,

rendering the parts of the network non-functional for less than 1 second per experiment per-

formed. Our solution incurs an estimated bandwidth overhead for measuring interference of

only about 3% of the available throughput, for the Ashwini network, which is a deployment

of 21 nodes in West Godavari district, Andhra Pradesh, India. The measurements obtained

through the tool are intended to act as primary information to study the health of a network

and also form the source of information for a network management tool.
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Chapter 1

Introduction

Communication technology has drastically changed the world in the last few decades. In

spite of this huge growth, developing regions still lag behind developed regions in availability

of Internet technologies. In developing regions most of the population lives in rural areas.

Proliferation of Internet technologies has been very small in these regions. The main reason

for this is that the cost to profit gap of wired network deployment is too high in rural

settings. This is mainly because rural areas are not densely populated as compared to

urban areas. This creates a big digital divide between urban and rural areas.

Long distance WiFi networks is an initiative with the objective of bridging this digital

divide. Long distance links based on 802.11 technology are used to provide wireless com-

munication. These links can be as long as few tens of kilometers [1]. There are several

network deployments around the world based on such long distance links [1, 2].

Network monitoring and management is important aspect in any operational network.

This is more important in long distance WiFi networks because of rural settings of the

network. There has been active research in network monitoring and management in wireless

networks but most of it is for 802.11 based infrastructure networks. WiFiNetMon is the

project started at IIT Kanpur for looking into network monitoring and management aspect

in long distance WiFi networks. Our contribution to WiFiNetMon is in measuring the

interference each link faces in the network. We have designed a system for link monitoring

and interference measurement in long distance WiFi networks.

Interference among wireless links degrade performance drastically. This has been studied

by several researchers. The work in [3, 4] have studied such degradation specifically in

long distance wireless networks. Many studies have proposed solutions to improve the link
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performance in the presence of interference [6, 12, 8]. But most of them assume that

interference information is somehow available without mentioning how to measure it.

Interference in WiFi-based wireless networks can be classified as

• WiFi : this is the interference because of transmissions made from a WiFi device.

This can be further classified as

– internal : this is interference from a WiFi device belonging to the same network.

– external : this is interference from a WiFi device that do not belong to the same

network.

• non WiFi : this is the interference because of electromagnetic transmissions made

from non WiFi sources like microwave ovens and cordless phones.

In this thesis work we focus on interference from WiFi sources only. The non WiFi sources

are not known to be a major performance degrader. In [5], the authors observed that in

presence of external non-WiFi noise, the noise floor linearly increases with increasing noise.

In [4], researchers have tried to find effect of non WiFi interference on long distance links in

both urban and rural settings. They have not found any significant non WiFi interference

in any of the two settings. They observed that the noise floor remains mostly constant with

only minor 1-2 dB variation.

Our work is aimed at measuring the interference scenario in a long distance WiFi net-

work. The interference in the network can be decreased by using optimal transmit power

and channel assignment. But deciding these optimal values require estimation of amount

of interference currently present in the network. There is work on channel assignment and

transmit power assignment in presence of interference [8, 9, 10, 11], but they do not talk

about how to measure interference in the first place.

This is a challenging problem for several reasons. The actual modeling of interference

based on path loss models is difficult because this requires considering many hardware and

environment specific factors. The interference ranges are much longer than transmission

ranges this makes it challenging to correctly measure interference. Interference measurement

in an operational network require links to change from designated channels to other channels,

this should be done efficiently so as to cause minimum disturbance to the operational
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network. The interference scenario changes with change in network topology so this is not

a one time task. Hence, it is important to do it efficiently.

Our architecture for interference measurement and monitoring is a client-server based

model. In our architecture we run a light weight daemon on all the nodes of the network,

this daemon is called client module. All the client modules send the interference and link

related information to a central location. This central location has a server module running

to collect the information sent by the clients. This architecture suits the resource poor

client nodes of the network. In addition, this architecture gives a centralized view of the

network, which is needed for controlled interference measurement experiments.

We measure interference in terms of signal strength. We use the RSSI (received signal

strength indication) value the wireless card reports to the driver for each received packet.

To measure interference we use packets transmitted at lowest transmit rates, this increases

the possibility of detecting the interference.

In this thesis work we design, implement, and evaluate a system to :

• monitor the link signal strength for each link.

• measure the interference experienced by each link in the operational network.

• measure the interference experienced by a link if all other links were running on the

same channel (same channel interference).

• measure interference experienced by a link if all other links were running on a non-

overlapping adjacent channel (adjacent channel interference).

We monitor the link signal strength by looking at the RSSI value reported for link

packets. This monitoring helps in detecting link misalignment and diagnosing performance

anomaly in the links. We measure the interference in operational network by looking at

the RSSI values reported for interfering packets during normal operation of the network.

The estimation of interference is important in deciding on the optimal transmit powers for

nodes in the network. We measure the same channel and adjacent channel interference by

performing controlled experiments. The same channel and adjacent channel information is

useful in deciding the optimal channel assignment for the network.

The rest of this thesis is organized as follows. First, we present the problem overview in

Chapter 2. We then discuss the related work in WiFi network monitoring and interference
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measurement in Chapter 3. Next, we present the architecture for interference measurement

and monitoring in Chapter 4. Subsequently in Chapter 5 we evaluate our system. Finally,

Chapter 6 discusses future work and concludes the thesis.
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Chapter 2

Problem Overview

In this thesis work we have designed a system to measure interference in long distance

WiFi mesh networks. In addition to measuring interference our system monitors all the

links passively. We start this chapter by discussing the background and motivation in

Section 2.1. Subsequently, we define the problem statement in Section 2.2. Finally, in

Section 2.3 we discuss the challenges involved in this work.

2.1 Background and Motivation

2.1.1 Long distance WiFi networks

These networks comprise of long range wireless links using 802.11 technology. A typical

long distance link is depicted in the following Figure 2.1. These long distance links are

established using high gain directional antennas.

Soekris
Soekris

High Gain Directional Antenna High Gain Directional Antenna

Figure 2.1: A long distance WiFi link
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These links can be as long as several tens of kilometers. The idea behind long distance

WiFi networks is to use such long distance wireless links to provide Internet connectivity

in rural villages. In these networks there is a central location that has a wired Internet

connectivity. Long distance links connects various surrounding villages to central location

through a multi-hop mesh network. Figure 2.2 shows the long distance WiFi test bed at

IIT Kanpur.

Figure 2.2: The Digital Gangetic Plains testbed

2.1.2 Point to multi point links

In addition to point to point links, point to multi point links are also used in some long

distance WiFi deployments [1]. Figure 2.3 shows a point to multi point (P2MP) link. In

P2MP link there is a single radio establishing link with multiple other radios. Commu-

nication with multiple radios is done in a time shared manner. The antenna used at the

common point is generally a sector type with half beam width between 30 to 120 degrees.

The Figure 2.4 shows the topology of the active links in Ashwini deployment, as of Aug

2006. The Ashwini project is a network deployment effort by the Byrraju Foundation, to

provide broadband access and services to a collection of villages in the West Godavari district

of Andhra Pradesh, India. Currently a variety of interactive video-based applications such

as distance-education, tele-medicine, etc. are being run on the network.

Network monitoring and management is an important aspect for any working network.

10



Figure 2.3: Example of point to multipoint setup

Figure 2.4: The Ashwini network topology, as of ”July 2006”

Such issues are still in the research phase for enterprise WiFi deployments. Little work is

done on these issues in the long distance WiFi scenario. There is insufficient understanding

on fault diagnosis in the long distance WiFi setting. Monitoring and management is specially

important in long distance setting for following reasons:

• Poor availability of trained personnel in rural settings.

• Site locations in rural scenarios are relatively inaccessible.

• Its costly to visit sites every time, to diagnose a fault.

WiFiNetMon is such a project aimed at building a network monitoring and management
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tool for long distance WiFi network. We will be talking about WiFiNetMon in Section 4.2.

In this thesis work we have worked on interference measurement aspect of WiFiNetMon.

2.2 Problem Statement

Performance degradation because of interference is well known among researchers. Many

studies have built up solutions to improve the link performance in the presence of interfer-

ence [6, 12, 8]. But yet very little work has been done in direction of estimating interference.

The recent publications [4, 3] shows performance degradation in long distance because of

interference. The impact of interference is important in these networks as many of these

networks are being used for supporting real time applications [1]. Interference is more

harmful in networks providing real time services as links will be in use continuously. These

active links will be interfering continuously with other operational links in the vicinity.

Our motivation for measuring interference in long distance settings is to manage interfer-

ence well. The estimation of interference can help in reducing the interference. Interference

is dependent on the transmit power at which links are operating as well as the channel

assignment which is being chosen for the network. These two parameters can be set to

optimal values for managing or decreasing interference. But finding optimal settings for

transmit power and channel assignment requires the estimation of amount of interference

at the first place. Recent (July 2006) performance measurement experiments on the long

distance network deployment at project Ashwini [1] has shown poor performance results.

On investigation of wireless parameters both power assignment and channel assignment

were found to be non optimal. This is further motivation for us to explore interference

measurement in depth.

Power assignment

A wireless link needs a received signal strength above a threshold SINR (signal to inter-

ference noise ratio) value to deliver packets with minimal disruption. This threshold SINR

value is dependent on the data rate at which the packet is being transmitted. Performance

studies on long distance network [3] have validated this threshold in long distance networks.

Figure 2.5 shows three radio’s of the network. There is a communication link between

Node A and Node B. Node C is interfering with Node B. Consider P as the received signal
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strength at B, I as the combined interference from all other nodes in the network and SIR

as the threshold signal to interference ratio required. We are ignoring noise here, hence

using SIR in place of SINR. For packets on link between A and B to be received properly

following condition should be satisfied :

P − I ≥ SIRreqd

Received signal strength P is dependent on the transmit power of the radio at the other end

of the link. P at Node B will depend on transmit power of the Node A. Optimal transmit

power at Node A will be transmit power at which above equation is just met. If a link is

operating at above optimum transmit power its interference to other other radios will be

more as compared to interference it will cause at optimum transmit power.

Node C

Node B

Node A

Inter
fer

ence f
rom C to B

Link between A and B

Figure 2.5: Interference scenario

As discussed above, the optimal transmit power is dependent on the total interference

other links are causing. Suppose we have a network in which all links are operating at

maximum transmit power. If we have knowledge of interference each link faces we can find

links which are operating above optimal transmit power. By lowering transmit power for

these links to an optimum value we can reduce overall interference at other links. This way

overall interference scenario can be improved. Measurement of interference in an operating

network can be used to devise an algorithm for power assignments which will improve overall

interference scenario in the network.

Channel assignment

By channel allocation we mean to assign each link a channel (frequency) at which radios
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of the link will operate. Channel allocation is close to the graph coloring problem of assigning

colors. Channel allocation needs to assign channel such that links close to each other are

assigned different channels, so that they interfere less. Channel allocation is essentially

with an aim to assign channel, so that links face less interference. If we know the amount

of interference each link faces because of other links, then we can potentially decide on a

better channel assignment. There is previous work in the literature, on interference aware

channel assignment [9]. But this work assumes that interference information is some how

already available.

The work in [9] considers only the same channel interference values. We believe more

optimal channel assignment can be obtained if adjacent channel interference is also mea-

sured. Figure 2.6 and Figure 2.7 shows the transmit spectral mask for DSSS and spread

spectrum OFDM encoding specified by the IEEE 802.11b and 802.11g specification respec-

tively. These figures have been taken from [13]. OFDM encoding has about 30 dBr loss

for frequency 22 MHz away from central frequency.

Figure 2.6: Spectral mask for DSSS (courtesy: www.wi-
fiplanet.com/tutorials/article.php/990101)

To validate the possibility of interference from adjacent channel consider the scenario

shown in Figure 2.8.

Suppose node C is transmitting at 50mW. The path loss from node C to node B will be

about 113 dBm according to Frii’s pathloss equation.

pathloss = 32.5 + 20log10(2400) + 20log10(5)

We assume antenna gain to be 24 dBi for both nodes B and C and that C is in the direction

of maximum gain to B. The interference value at node B because of node C can be as high

as 78 dBm for a 802.11g radio.
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Figure 2.7: Spectral mask for OFDM (courtesy: www.wi-
fiplanet.com/tutorials/article.php/990101)

Channel 6

Channel 6 Channel 1
Channel 1

Link between A and B

Link between C and D

Distance = 5 Kms

Node C

Node D
Node A

Node B

Figure 2.8: Example of adjacent channel interference

Problem statement

To do passive monitoring and to measure the interference scenario for all the links in a

long distance WiFi mesh network. Metric to be used for quantifying interference will be the

signal strength. Interference will be measured in terms of signal strength of the interfering

signal. Network monitoring will be with respect to signal strength, noise floor on per packet

basis for the packets transmitted over the link.

2.3 Challenges Involved

Most of the research related to interference management assumes that information about

interference is readily available. There are several aspects to interference measurement in

long distance setting that makes it challenging.

• Interference ranges are normally larger than transmission ranges. Figure 2.9 explains

this scenario clearly. Node C is not in transmission range of node A so node C is
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not able to receive packets from node A. Because of difference in transmission and

interference ranges node C is not able to detect interference from node A. In a mesh

network with large number of nodes this undetected interference summed together

can lead to performance disruption.

Node A Node B Node C

Interference Range of Node A

Transmission Range of Node A

Figure 2.9: Interference ranges are longer than transmission ranges

• Interference measurement should be as passive as possible. In an operating network,

interference measurement should not interfere with normal operation of the network.

Any extra traffic introduced should be kept to a minimum and should not decrease

the network throughput to a noticeable extent.

• Availability of trained professional in rural areas is relatively poor. Our solution

of interference measurement should not require continuous input from the network

administrator. It should be as automated as possible.

• Measurement of same channel interference needs all the links working on same chan-

nel. This constraint implies that measuring same-channel interference will affect the

normal working of the network. In a normal operating network links will be operating

in one of the three non overlapping channels. Requiring the entire network to move to

same channel will essentially make the network unavailable for the duration for which

the interference measurement is done.

• Long distance WiFi networks are targeted for rural connectivity. Links that are

operating in rural settings have power constraints. Its quite regular for the links to go

down because of non availability of power. Any assumption of whole network being up

at the same time will not work in these settings. This makes measuring interference

for a particular radio from all other radios of the network difficult.
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• Wireless links have the possibility of link misalignment. Work done in [4] has pointed

that link misalignment is quite common in long distance networks. Any link mis-

alignment requires the interference measurements to be updated to reflect the correct

interference scenario in the network. In addition to misalignment networks normally

grow in phases. New links are added with time. This again implies the need for

detecting the changed interference scenario.

• We want to implement interference measuring solution for real networking platform.

These networking platform have low CPU speed, memory and flash space and, we

have to work within these constraints in our design.
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Chapter 3

Related Work

We discuss related work with respect to interference measurement in Section 3.1. Subse-

quently in Section 3.2 we talk about related work in network monitoring and management

in WiFi based wireless networks.

3.1 Interference Measurement

Performance degradation in wireless networks because of interference is long known among

the researchers. There are several works [14, 15] on the impact of interference on the

performance of a wireless networks. These work consider the impact of interference on

the overall capacity of the multi-hop wireless networks. They assume that the information

about the interference is available somehow but they do not talk about how to measure it.

The works in [16, 3] talk about performance characterization in long distance WiFi

links. They point to performance degradation because of interference specifically in long

distance Wifi networks. These works also do not consider the problem of estimating the

interference in long distance Wifi networks.

There are work on interference aware channel assignment [8, 9]. These works consider

the interference scenario in the network while deciding on channel assignment. They as-

sume that information about interference is some how available, without explaining how to

measure it. The works in [10, 11] look into problem related to assigning transmit powers in

a wireless mesh network. They estimate the interference values on the basis of Frii’s path

loss model. We believe that accurately modeling signal propagation is difficult as we have

to consider many environment and hardware specific factors like antenna type, antenna

orientation etc.
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The work done in [17] is the one most closely related to our problem of interference

measurement. They measure interference among links in a static, IEEE 802.11, multi-hop

wireless network. They propose a methodology that can predict pairwise interference among

n2 possible links using O(n2) measurements. Their solution does not apply to our scenario

due to the following reasons.

• Their solution assumes the entire network to be on the same channel. This is not ap-

plicable to our setting. We want to measure the interference scenario in an operational

network also, where links might be operating in different channels.

• They propose performing O(n2) measurements to estimate interference, this will make

the network non operational for the duration for which these measurements are per-

formed. This overhead is too high for interference measurement.

• The metric they propose is in terms of link interference ratio which is, ratio of aggre-

gate throughput of the links when they are active simultaneously, to their aggregate

throughput when they active individually. We are interested in using the estimated

interference values for optimal power assignment. For this, the estimation of interfer-

ence in terms of the power of the interfering signal is more appropriate.

3.2 Wireless Network Monitoring and Management

There is large body of work on wireless network monitoring and management. The work in

[5, 18] is for network monitoring and management in infrastructure networks. The former

talks about fine-grained detection algorithms that are capable of distinguishing between

root causes of wireless anomalies at the depth of the physical layer. The latter presents

architecture for detecting and diagnosing faults in IEEE 802.11 infrastructure wireless net-

works. Their work primarily focuses on fault diagnosis of disconnected clients, detecting

unauthorized access point and analyzing performance problems in the network. The work

in [19] presents, a scalable framework for wireless network monitoring. Their work relies

on a distributed set of agents within the network to monitor network devices and store

the collected information at data repositories. Their work does not include any diagnostic

feature. [20] present a diagnostic system that employs trace-driven simulations to detect

faults and perform root cause analysis. WiFiNetMon is focused on network monitoring and
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management in long distance WiFi networks. Table 3.1 summarizes these related work. In

this table we summarize the architecture and important diagnostic features of the referred

work. We have summarized our WiFiNetMon also in the last row of the table. The contri-

bution of our work is a system for measuring and monitoring interference in long distance

WiFi networks. The knowledge of interference in the system will help in better diagnosis

and management of the system.

Title Target Network Architecture Diagnostic feature

MOJO Infrastructure Distributed sniffers Hidden terminal,
(Univ. of Colorado) networks capture effect,

[5] noise signal variation

VISUM Generic wireless Distributed sniffers None specified
(Univ. of Santa networks
Barbara) [19]

Trouble shooting Mesh networks Integrates network Packet dropping,
Wireless Mesh simulator into the detecting MAC

Networks management misbehavior,
(MSR) [20] system external noise

sources

Architecture Techniques Infrastructure Monitoring Unauthorized access
for Diagnosing networks modules on points, low

Faults clients and throughput, high
(MSR) [18] access points latency, connectivity

problems

WiFiNetMon Long distance Light weight Link misalignment,
(IIT Kanpur) 802.11 WiFi daemon on noise variation,

mesh networks link nodes poor SINR,
and a server packet dropping,

module internal and external
interference

Table 3.1: Network monitoring and management in wireless networks
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Chapter 4

WiFiNetMon Interference
Measurement and Monitoring
Architecture

In this chapter we describe the proposed architecture for interference measurement and link

monitoring. We start with section 4.1 introducing some terminology that is used in this

chapter. The architecture of WiFiNetMon which is a solution designed for network moni-

toring and management is described in Section 4.2. The complete overview of our proposed

architecture for interference management and monitoring, is described in Section 4.3. The

Section 4.4 talks about the issues related to collecting per packet low level details like signal

and noise strength. Section 4.5 discuss possible design approaches for collecting interfer-

ence information. Methodology related to measuring same channel and adjacent channel

interference is described in Section 4.6. In Section 4.7 we present some issues related to

overall monitoring architecture. Finally, the Section 4.8 gives the implementation details.

4.1 Terminology

In this section we introduce some terminology we have used in describing the architecture.

• Nodes: by node we refer to an network device with isolated radio in the network.

If multiple radios are operating in same physical location we will consider them as

separate nodes.

• Link: by link we mean the physical channel (medium) established for exchanging the

information between two radios.
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• Link packets: these are the packets for which the sender and receiver radio are part

of some link. These include the data packets and beacon packets sent over a link.

• Interfering packets: these are the packets for which sender and receiver radio are not

part of any link.

• Group: nodes belonging to same point to multi point set are considered to be part of

a group.

4.2 WiFiNetMon Overview

WiFiNetMon is aimed at building a tool for diagnosing performance problems and faults

in long distance WiFi Networks. The Figure 4.1 shows the objectives to be achieved by

WiFiNetMon along with methods to be followed for achieving it. Problems to be addressed

by WiFiNetMon are detecting performance anomalies in the operational network, to di-

agnose the causes of performance anomaly and to correct performance problems in the

network. Support required to achieve these objectives is in terms of collecting wireless con-

figuration and network topology information, measuring signal strength and noise level for

each link, detecting interference from same and adjacent channels and ability to perform

on demand experiments. In this thesis work we have looked at issues related to interfer-

ence measurement and passive link monitoring. By passive monitoring we mean to monitor

signal strength, noise floors on per packet basis for the packets transmitted over the link.

Link monitoring is used to detect link misalignments, it also works as a trigger to update

interference scenario. By interference measurement we mean measuring the following:

• Interference in operating network: This is the interference each radio of the

network faces in a operational network. This interference may be because of WiFi

radios belonging to same network or those belonging to other networks. The nodes

may be operating on any of the channels available. Measurement of interference in

operating network will be useful in deciding on optimal transmit power at which radios

should be working. This is already discussed in Section 2.2.

• Maximum power same channel interference: This is the interference each radio

faces from other radios operating on same channel and belonging to same network.
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The interfering radios operate at the maximum possible transmit power. Same channel

interference values are useful in deciding channel assignment. Interference values can

work as heuristic for deciding the channels to be allocated to interfering nodes.

• Maximum power adjacent channel interference: This is the interference a radio

faces from other radios operating on adjacent non overlapping channel. The interfer-

ing radios operate at maximum possible transmit power. As discussed in Section

2.2, adjacent channel interference values could also be high. So for deciding channel

assignment this adjacent channel interference values should also be considered.

Detecting interference

To perform on demand
performance experiments

Collecting network
topology

Collecting wireless
configuration

To monitor error rates
on links

Collect Statistics

To detect Performance
anomaly

To diagnose Performance
anomaly

level for links
Signal level and Noise

To correct Performance
anomaly

WiFiNetMon

Figure 4.1: WiFiNetMon overview

4.3 Overview of the Architecture

In long distance WiFi network most of nodes are specialized networking devices. These

networking devices are poor in terms of available memory and computational power. For

storing the history of monitored data and interference information we need machine with

greater memory available with it. In addition, for collecting the interference information we
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need the centralized view of the complete network. This is needed so that the centralized

location can perform controlled experiments with the entire network. The central location

needs to infer interference information from experiment results, this requires the knowledge

of complete network topology. With these requirements we opted for an architecture in

which light weight daemon runs at all nodes of network. All nodes send the monitoring

information and there network configuration to a central location periodically. The central

location receives this information from all nodes from the network and constructs the net-

work topology from it. The central location also infer the interference information on the

basis of controlled experiment performed.

The Figure 4.2 gives the overview of the architecture for interference measurement and

monitoring. Architecture consists of the following two modules:

Client Node

Client Node

Client Node

Client Node

Client Node

Client Node

Long Distance WiFi Network

Client Node

Monitor

Matrix
Link Signal

Same Channel
Interferance Matrix

Adjacent channel
Interference Matrix

Interference Matrix
Network

Central Server

Figure 4.2: Overview of proposed system

1. Client module:

this module runs on all the client nodes of the network. We are assuming Soekris

boxes being used at the network nodes. The client module monitors both the link and

interfering packets. The metrics monitored by a client module are RSSI values, noise

floor values, transmit rate and packets size. The RSSI values for link packets gives

measure of links health and, the RSSI value for the interfering packet gives measure of
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interference caused by sender radio. Noise floor value gives the indications related to

presence of interference, high and varying noise floor value is indication of presence of

interference [16]. Transmit rate used give indication about packet error rates. 802.11

uses transmit rate fallback in presence of packet losses. The packet size information

helps in computing throughput and characterizing the user applications.

The client module segments the monitored data based on the MAC address of the

received packet. It then creates summary of the monitored data for each received

MAC address and, periodically sends summary of monitored data to the remote server.

In addition to periodically sending this trace summary to central server, client node

receives experiment requests from central server for performing experiments related

to interference measurement.

2. Server module:

this module runs on a machine that have more computational and memory resources at

its disposal as compared to Soekris machines. The central server periodically receive

trace summary from the nodes of the network. It keeps the history of these trace

summaries. This history can be used to generate a complete picture of functioning

network at the central server. History can also be used to query about the links health

over a period of time. In addition to keeping history of link performance central server

maintains following structures.

• Link signal matrix: this matrix has a row corresponding to each link in the

network. This matrix has RSSI value and noise floors for each link averaged over

past packets. This matrix is updated each time trace summary is received.

Link signal matrix track the health of each link belonging to network. it identifies

the links that need diagnosis as they have insufficient signal strength over the

period of time. It also identifies the presence of interference on the basis of high

and variable noise floor values.

• Network interference matrix: this matrix has a row for each node in the

network. The entries include the nodes which are interfering with this node and

with what signal strength they are interfering. It also includes total interference

being seen by this node which is sum of individual signal strength values in milli
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Watts.

Network interference matrix keeps record of the amount of interference each

node is facing. This matrix will be useful in deciding on the optimum transmit

power values as discussed in Section 2.2. In addition it gives a useful input for

diagnosing performance anomaly in the links.

• Same channel interference matrix: this matrix shows interference values

that a node sees assuming whole of the network is operating on the same channel

and with maximum transmit power. Each row entry in this matrix is like entries

in network interference matrix but are for nodes operating on same channel and

at maximum transmit power.

This matrix is used in computing the missing interference values as discussed in

Section 4.7.2. It has the interference values at maximum transmitted power which

is used in calculating some of undetected interference. This matrix contains useful

information to work as input for deciding channel assignment in the network, this

is already discussed in Section 2.2.

• Adjacent channel interference matrix: this matrix shows interference ob-

served by a node when all interfering nodes are operating on adjacent non over-

lapping channel to the one in which this node is operating and with maximum

transmit power. For example if node A is operating on channel 1 then for mea-

suring adjacent channel interference for node A, all other nodes belonging to the

network will be operating on channel 6. Each entry in this matrix is interfer-

ence other nodes operating on adjacent non overlapping channel and maximum

transmit power are causing.

This matrix is used for same purpose as same channel interference matrix. The

difference is that it provides interference information from adjacent channel.

The need of measuring adjacent channel interference is already discussed in Sec-

tion 2.2.

Assumptions

• Signal strength stability over time: we assume that the RSSI values are stable

over time. Stability of RSSI value was reported in prior measurement study on long
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distance links [3]. In addition to this performance study, RSSI stability both over

short and long durations has been reported in [16]. Both these studies point that

RSSI variation is within 0-4 dBm band. This assumption is used in detecting link

misalignments. Any variation beyond a decided threshold value is attributed to some

parameter reset or link misalignment and link is reported for diagnosis.

• Interference measurement: interference ranges are normally longer than the trans-

mission ranges (typically more than double). This makes it difficult to detect interfer-

ence. Receiving a packet successfully requires minimum SINR threshold requirement

to be met. This SINR threshold is variable depending on data rate at which the packet

is being transmitted. Possibility of receiving a packet is better at lower transmit rates

than at higher transmit rates. The work in [3] has measured this threshold for avail-

able data rates in links using 802.11b compatible radios. Threshold SINR required at

1 Mbps transmit rate to receive a packet successfully has been reported to be about

5dB. This value for data transmit rate of 11 Mbps has been reported to be about 12

dB. The chances of detecting the interfering nodes increases if nodes are transmitting

at maximum possible transmit power. So we assume that we will be detecting all

the interference if interfering nodes are transmitting at maximum transmit power, at

same channel and at lowest possible data rate.

• Channel of operation: the 802.11 standard specify the multiple channels at which

802.11 compatible radio can operate. For example 802.11b specifies 11 channels be-

tween 2.412 GHz to 2.462 GHz. Out of 11 possible channels three channels namely

channel 1 (2.412 GHz), channel 6 (2.437 GHz) and channel 11 (2.462 GHz) are consid-

ered to be non overlapping. We also assume three non overlapping channels for nodes

operating in the network. All the nodes of the network are assumed to be operating

on one of these three non overlapping channels.

• TDMA MAC: we assume that radios operating in the network are working with

TDMA MAC. This assumption is important for point to multipoint links. Nodes be-

longing to same point to multipoint group operate in a time shared manner. Therefore

a node belonging to some point to multipoint set is assumed not to be interfering with

other nodes belonging to the same set.
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The client modules in the described architecture collect the low level per packet details

for link packets and, send the summary to the central server. These low level details then

helps in creating link signal matrix, which is introduced earlier in this section. The low

level per packet details for link packets received by the radio, are reported to driver by

the hardware. Currently these low level packet details for 802.11 packets are not passed to

the user space from the driver. Collecting these details at user space require a mechanism

to pass these details from kernel space to user space. We discuss issues related to this in

Section 4.4.

To create the network interference matrix introduced earlier in this section, we need low

level packet details for interfering packets. The design discussed in Section 4.4 gives solution

for getting low level details for link packets. This solution do not pass low level packet

details for the interfering packets. In Section 4.5 we discuss possible design approaches for

collecting low level packet details for interfering packets.

To measure the same and adjacent channel interference value for a node, we need inter-

ference values while entire network is on same channel or on adjacent channel with respect

to this node. This requires the normal operational network to change the channel settings.

The design choices for measuring the same channel and adjacent channel interference are

discussed in Section 4.5.

4.4 Collecting Link Packet Details

Creating the link signal matrix introduced in Section 4.3 requires the details about received

signal strength and noise floor for every link packet received. These low level packet details

are exported to the driver from the hardware for each 802.11 MAC packet received. This

information is available only up to the driver level, these details are not passed to the user

space. Commercially available monitoring tools like tcpdump, ethereal shows MAC level

details in monitor mode. These details do not include information about received signal

strength and noise floor values. There are ioctl calls supported by drivers to report the link

quality. For example Hostap driver for Prism chipset based WiFi cards support user space

functions like iwconfig to report link quality etc but these values are less accurate. We are

interested in per packet low level statistics about signal strength and noise floor.

To achieve the low level per packet information we use the driver modifications used in
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the measurement study work [3]. These driver modifications are done on Hostap driver.

These driver modifications create a buffer in the driver which stores the low level details on

per packet basis. These details are made available into user space using /proc file system.

/proc file system creates virtual files for communication between kernel and user space.

Virtual file in /proc file system can be read by user space processes.

In this work we are using these Hostap modifications patched onto newer version of

Hostap. For collecting the low level metrics for link packets, client node module periodically

transfers the low level per packet details to a regular file. The frequency of how often this

is to be done is decided by the overall aim of monitoring. If the aim is to monitor link

for every packet being received then this transfer from virtual to regular file is done before

the driver buffer gets filled up. We have worked with driver buffer size of 2000 entries.

For collecting details about all the packets we are doing transfer every 5 seconds. With 5

seconds frequency there will not be any buffer overflow for average inter packet duration as

low as 2.5 milli seconds.

If aim is just to monitor the signal and noise floors of packets seen we transfer log entries

from /proc to regular file at longer intervals. This interval is decided by considering how

often the central server wants update about link status.

The file created by transferring /proc to regular file is parsed periodically and a trace

summary is sent to central server. While parsing, the log entries belonging to same sender

MAC address are combined together. The trace summary created for central server has

an entry each for different MAC addresses which the receiver radio has seen in the log file.

It has the average signal value and average noise floor values for each distinguish MAC

address. It also has the details about the number of packets seen from a particular MAC

address. Actually the trace summary includes the entries for interfering nodes also, this is

explained in Section 4.5.3. Table 4.1 shows the example trace summary in tabular form.

4.5 Measuring Interference in Operational Network

For collecting current interference values we considered using the RSSI values reported for

interfering packets. Each of the node creates a trace summary of the packets it has seen

since the last trace summary was generated. At the central server the average RSSI values

reported for interfering nodes is added. This gives the measure of the amount of interference
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Mac Address 00:0f:b5:96:c5:2b 0:0f:b5:96:c6:70 00:11:95:d8:e3:48 af:c6:ec:f0:1d:ba

Average Noise -92.1 -92.3 -91.8 -92.8
(dBm)

Average Signal -75.1 -63.3 -83.0 -64.8
(dBm)

Max. Noise -91.2 -91.2 -90.5 -91.7
(dBm)

Max. Signal -72.1 -61.2 -80.5 -61.9
(dBm)

Min. Noise -93.2 -93.2 -92.9 -93.4
(dBm)

Min. Signal -78.3 -65.1 -85.2 -66.3
(dBm)

Std. Dev. Noise 0.31 1.09 0.59 0.68

Std. Dev. Signal 2.14 3.19 1.81 1.01

Average Packet 590 691 323
Size (KByte)

Total No. 120 1339 272 1901
of Packets

No. of Packets 0 1210 0 1743
@ 11Mbps

No. of Packets 0 0 0 0
@ 5.5Mbps

No. of Packets 0 0 0 0
@ 2Mbps

No. of Packets 120 129 272 158
@ 1Mbps

No. of 0 5 1 0
Error Packets

Table 4.1: Example of trace summary information
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each node is witnessing.

4.5.1 Challenges in collecting interference values

Measuring interference in the above mentioned fashion has two major challenges to be

overcome.

• Low level per packet details exported to /proc file system are for packets that are

addressed to receiver node as a immediate receiver. Packets that are sent on other

neighboring link are not included in the /proc buffer. These packets are addressed

to radio on the other end of link and are not exported to /proc file system for radios

other than the radio its addressed for. To measure the interference caused by other

nodes we need the RSSI values for the interfering packets but this information is not

available.

• Interference ranges are much longer than the transmission ranges. If we assume all the

links to be operating at the highest transmit rate, threshold SINR needed to receive

the packets will also be high. This makes it difficult for radio to receive interfering

packets. This increases the possibility of undetected interference. In some cases we

could have the interfering source send packets at lowest possible rate, but doing it in

an operational network is a challenging task.

4.5.2 Possible approaches for collecting interference values

We considered several approaches to collect interference values in operational network. In

this section we discuss these possible approaches.

• Moving into monitor mode

One option which would have allowed looking the interfering packet details is to move

to monitor mode periodically. We could put the link temporarily into monitor mode

when there is not much traffic going on link. In addition to this we could continuously

check the /proc entries to see if any packet addressed to this radio as immediate

receiver is received. As soon as we find a such a packet we could put the link back

into normal operational mode.
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The concern with this approach is that the link becomes non functional from the time

the first link packet is received to the time node comes back to the normal mode of

operation. During this period all the packets received will be considered to be lost

as this node will not be able to send acknowledgment packets back to the sender.

We measured the time taken for link to switch from monitor mode to normal mode

operation. We calculated this using the linux time command, this duration was found

to be of the order of 30 milli seconds.

In addition to switching time this approach need other nodes to transmit some pack-

ets at lower transmit rate. This increases the chances of interfering packets getting

received. This requires nodes to inject some monitoring traffic into the network and

to switch to lower transmit rates for transmitting these extra packets. This approach

needs to fix up a schedule for each node to transmit at lower transmit rates and for

other to move to monitor mode. Designing such a schedule in large network deploy-

ment is difficult to do, and this approach thus is not scalable.

In Madwifi drivers for Atheros chipset there is provision of creating multiple virtual

interface over the same hardware. This removes the need of putting link into monitor

mode. Two virtual interfaces can be created onto same card and one of them can be

put to normal operating mode and other can be put onto monitor mode to collect low

level packet details for other link packets. Our reservation with this approach is that

this would be a driver specific solution. Hostap drivers don’t have virtual interface

support.

• Using multiple radios

As we discussed above, in monitor mode the /proc log file have entry for each packet

received. This can be used to measure the interference from other nodes. The problem

with using monitor mode is that as long as the wireless network device is in this mode

the link is no longer functional. A possible way out of this is to use multiple radios

and put one of them in monitor mode while the other wireless network card can

work in normal mode making link functional and at the same time collecting other

link packets also. Multiple wireless card slots are supported in many of commercially

available networking platforms like Soekris machines.
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This approach is simple but has a drawback of increasing the cost incurred for extra

WiFi card. This card will be used only for monitoring purpose. Since we are focused

on wireless networks in developing regions, cost is an important metric for a network

to be deployed widely. In addition to the cost one other concern with this approach

was use of signal splitters. Splitters were needed so as to give both the radios the

common feed received from the antenna. Splitters would be causing signal loss which

will further decrease the chances of receiving packets with low RSSI values. We

looked at data sheets of some commercially available splitters and many of them had

maximum signal loss of the order of 4 dBm. Such loss will increase the amount of

error in measuring the interference.

• Driver modifications

We investigated if it is possible to receive the other packets addressed to other nodes by

some driver modification. We started with idea that if it is driver which is discarding

the interfering packets on the basis of receivers MAC address. We can change the

driver code so as to get the low level statistics before the packet is been discarded

by the driver. As we looked into the Hostap driver code we realized that interfering

packets are never passed to the driver and must have been discarded by the firmware

in the card itself. So the idea of doing some driver modifications to export interfering

packets low level statistics is not a possibility.

• Broadcast packets

The other possibility we considered is to see if broadcast packets can be used, these

packets will be received by other nodes in the network. The idea is to ask every node in

the network to transmit broadcast packet periodically at lowest possible transmit rate.

This calls for added network traffic in terms of extra broadcast packets transmitted

at lowest possible data rate. This idea of sending broadcast packets did not work

because of the way MAC broadcast works in 802.11. In 802.11 MAC packets contain

a field corresponding to BSSID of the network. This BSSID for a network consisting

of master node and managed mode clients is by default set to the MAC level hardware

address of the wireless device of master node. In long distance mesh network setting

each of the links have a different BSSID assigned, so broadcast packets sent by radio

of some link are discarded by other links. This is discarded because the driver find its
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BSSID different from BSSID in broadcast packet.

4.5.3 Master mode operation in WDS setting

This section describes the approach we are following in this work for measuring the inter-

ference values.

Hostap driver allows a 802.11 access point to listen to beacon packets from other access

points operating in the vicinity. This provision is available to make it possible to create a

distribution system using a wireless link between access points. We confirmed this by doing

experiments with Hostap driver on the Soekris machines. We observed that whenever the

radio was in master mode it was hearing some packets sent from radios which were not

having the same BSSID as this radio. We looked further into the details of packets in

the /proc. We confirmed that all the packets which were received were beacon packets

from other access points. We confirmed this with Hostap documentation also. We use this

functionality for nodes to learn about interference from nodes operating in the vicinity.

The advantage of using these beacon packets is that it do not need any extra traffic to

be introduced from user space. In addition the beacon packets by the 802.11 standard are

to be transmitted at the lowest possible data rate. So this is no longer the duty of user

space process to change to lowest possible data rate to transmit packets. Beacon packets are

generally of small size of order of 40 Bytes, so it is consuming very less network bandwidth.

These features have made interference measurement in an operating network more passive.

WDS operation

The Problem with this approach is that only the nodes which are operating in master mode

are able to hear each others beacon packets. So, all the nodes which are associated with

the master mode radio are not able to hear each other. Possible remedy to this is using

the WDS setting. WDS stands for wireless distribution system and allows master mode

radios to interact with other master mode radios. Figure 4.3 shows two access points in

WDS to build a distribution system. In WDS setting a MAC level tunneling is done from

one master node to other master node. In our long distance settings we could put two ends

of a link into WDS setting. Now two ends of the link will be operating in master mode

simultaneously. So each node hears beacons from other nodes in vicinity and at the same
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time link remains functional also. One node can have WDS to multiple other nodes so this

is applicable for point to multipoint links also.

Access Point

Wireless Dstribution System

Access Point
! Power

COL 1 2 3 4 5 6 7 8 1 2 3 6 25 50 8012
100

10

Ether 10/100

! Power

COL 1 2 3 4 5 6 7 8 1 2 3 6 25 50 8012
100

10

Ether 10/100

Figure 4.3: Wireless distribution system between two access points

The WDS operation is the basis of our solution to measure interference in the operational

network. We have all the links of network in WDS setting. So all the nodes hear beacon

packets from each other. The signal strength reported for these beacon packets is the

measure of the interference the sender node is causing to the receiver node. These beacons

are transmitted at lowest transmission rate. So the possibility of missing out on interference

from some node is minimized.

As explained in Section 4.4 the client module creates a trace summary from monitored

log data. There is an entry in trace summary for each of the interfering node. Actually

the sender of the trace summary do not distinguish between the interfering nodes and the

link nodes, while sending the trace summary. Its the responsibility of server to identify the

interfering nodes and link nodes in the trace summary. The server identifies the interfering

nodes as it have the knowledge about the network topology. In section 4.7.2 we look at how

some of the undetected interference is also included in the network interference matrix.
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4.6 Measuring Same/Adjacent Channel Interference

In addition to creating the current network interference matrix, server also needs to create

the same channel and adjacent channel interference matrices. For same channel interfer-

ence matrix we need the entire network to operate in same channel. For adjacent channel

interference matrix the entire network should be on the adjacent channel with respect to

the node for which interference is measured.

Two possible approach we looked at to collect same channel interference value are (1)

collecting for whole network at the same time, or (2) collecting for one node at a time. We

discuss these alternatives below.

4.6.1 All at the same time approach

In this approach we ask entire network to move into same channel and transmit beacons at

full transmit power for some time. During this, each node receive beacons from all other

nodes that are interfering with it. Each node sends the information about the interfering

nodes to the server. So each node creates an entry in interference matrix showing the nodes

that are interfering with this node and with what signal strength. Figure 4.4 shows the

network channel assignment while doing such an experiment.

Long Distance WiFi Network

Client Node

Client Node

Client Node

Client Node

Client Node

Client Node

Client Node

channel 1, 1

channel 1

channel 1

channel 1

channel 1, 1

channel 1

channel 1

Figure 4.4: Network moving to channel 1 from normal operation

We have considered this approach but have not found it suitable to create interference
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matrices. This approach will create the entire matrix in a short period of time compared

with the alternative but will suffer from following drawbacks.

• Since we ask whole of the network to come to same channel this hinders with the

normal working of the network. The entire network is required to be working on

same channel and at maximum transmit power. This makes the network mostly non

functional for the duration this measurement is performed.

• For a large network, deployment is mostly done in phases where new nodes are added

with time. So with this approach of collecting same channel interference matrix we

need the network to become non functional from time to time.

• If some node is getting misaligned then the current channel interference matrix needs

to be updated to make the change in interference scenario visible. If misalignment is

frequent then network will become non functional regularly for the duration interfer-

ence measurements are performed.

• In rural settings power is a constraint. This setting requires all the nodes to be

available at the same time. This is difficult to guarantee because of links frequently

going down due to power constraints.

• This approach for creating adjacent channel interference matrix takes time propor-

tional to number of nodes in the network. This will put network into non functional

state for long durations while adjacent channel interference matrix is created.

4.6.2 One at a time approach

We have used this approach in WiFiNetMon for collecting the same channel and adjacent

channel interference. In this approach network will be working as in normal scenario, only

one group at a time will move to all the three non overlapping channels one by one. In this

approach we assume all the nodes of the network to be time synchronized. We will be using

NTP for synchronizing the nodes of the network with the server, NTP normally provides

time synchronization in order of 100 of milliseconds which is good enough for our protocol

requirements.

In this approach the central server keeps track of nodes which have incomplete informa-

tion about the interference they are facing due to other nodes in the network. From time
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to time central server tries to gather the interference by doing interference experiments for

such nodes. These experiments are performed for such nodes one at a time. At the end of

the experiment for a particular node central server has the information about the amount

of interference this node is causing to other nodes and also the amount of interference this

node is facing because of other nodes. Whenever the central server first starts no interfer-

ence information is available for any of the nodes. So to start with, it is required to perform

interference measurement experiment for each of the node.

Let us consider an interference measurement experiment performed for node A. Other

nodes in this discussion refer to nodes of the network, which do not belong the same group

as that of node A. This experiment requires entire node A group to move to all the three

non overlapping channels and stay there for the specified time of duration per channel .

In addition node A is asked to operate at maximum transmit power during the complete

experiment. This can be understood more clearly by figure 4.5 and figure 4.6.

Long Distance WiFi Network
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channel 11

channel 6, 11

channel 1

channel 6,1

Long Distance WiFi Network

channel 1

channel 11

channel 11

channel 1, 11

channel 1

channel 1,1

channel 1

Node ANode A

Normal operating network Node A in channel 1

Figure 4.5: Node A moving to channel 1 from normal operation

In these figures node A is moving to all the three non overlapping channels to collect

same and adjacent channel interference. Since node A is moving to all the three non

overlapping channels, all the other nodes will have scenario, when they are on same channel

and when they are on adjacent channel with respect to node A. So this way all other nodes
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Long Distance WiFi Network

channel 11

channel 11,1

channel 11, 11

channel 1

channel 1

channel 11

channel 11

Node A

Node A in channel 6 Node A in channel 11

Node A

Figure 4.6: Node A moving to channel 6 and 11

get the opportunity to measure interference from node A, this is measured on the basis of

signal strength for beacon packets transmitted at maximum transmit power by node A. All

other nodes record the interference they see because of node A when node A is on adjacent

channel with respect to it and when node A is on the same channel with respect to it. In

addition to this node A also records the interference it faces on all the three channels. In

addition to node A transmitting at maximum transmit power we need all other nodes also

to be transmitting at maximum transmit power. This is needed so that node A can also

register interference at maximum transmit power because of all other nodes operating in

the network.

All nodes including node A send this recorded trace to central server. The central server

infers the same channel and adjacent channel interference node A faces from other nodes,

by looking at the experiment trace sent by the node A. In addition central server infers the

adjacent and same channel interference that node A is causing to other nodes, by looking

at the experiment trace sent by all other nodes of the network.

To perform experiment for any selected node, central server informs all the nodes of the

network, about the time of experiment time at which interference measurement experiment

will be performed and duration per channel the duration for which it will be performed.
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The central server informs the selected node also about the time of experiment and duration

per channel .

4.6.3 Interference measurement at the granularity of group

In our given approach, the whole of the group is supposed to move to three non overlapping

channels. This is needed so as the links corresponding to group can remain functional.

Using this idea we have modified our solution to collect interference at the granularity of

the group. In place of collecting interference measurement for a single node at a time, we

will be collecting interference for all the nodes present in the group. This will reduce the

number of experiments needed to collect interference for whole network. Earlier this was of

the order of number of nodes in network. Doing it at the granularity of group reduces its

order to number of groups in the network.

4.7 Issues Involved in Overall Solution

Now we discuss some issues related to architecture. These are related to overall solution of

monitoring and interference measurement.

4.7.1 Getting network topology

We wanted our solution to be as automated as possible. We do not want the network admin-

istrator to be bothered about tracking the network topology for interference measurement.

We have placed the responsibility of collecting network topology on server node. Each client

node give details about its neighbors to the central server. Since all the links are operating

in WDS setting, details about neighbors is readily available in wds status file available in

/proc file system for the wireless interface. This wds list is in terms of neighbors MAC

addresses.

In addition to neighbors details each node give details about its own MAC address and

IP address of the wireless interface. Host MAC address and IP address helps in creating the

IP to MAC mapping for the entire network. This information is used to identify interfering

nodes, as /proc gives information about interfering nodes in terms of MAC addresses.
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4.7.2 Inserting missing interference values

The Figure 4.7 shows node A and node B both belonging to same network. Node A is

interfering with node B but node B is outside node A’s transmission range even for the

lowest possible transmit rate. This interference caused by node A to node B goes undetected.

Now consider node A operating at maximum transmit power. Node B is within node A’s

transmission range now. We use the interference values at maximum transmit power for

detecting such interference cases. Interference value at current transmit power is calculated

by decreasing the interference value at maximum transmission value by difference between

current and maximum transmit power.

Transmission range

Interference range

Node BNode A

Transmission range

Interference range

Node BNode A

Node A transmitting at maximum transmit power

Node A transmitting at normal operating transmit power

Figure 4.7: Node A transmitting at normal and maximum transmit power

4.7.3 Detecting link misalignment

The work in [4] has pointed to frequent link misalignments in their long distance WiFi

deployment. A link misalignment changes the interference scenario in the network. This

introduces the need of repeating interference experiments to make changes transparent to

interference matrices. We use our first assumption mentioned in Section 4.3 about RSSI

stability over time for updating interference matrices. We assume that the change in RSSI
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over the assumed threshold is because of link misalignments. We constantly monitor the

link signal strength in link signal matrix. We keep the signal strength for each link when

last time the link was properly aligned, we call this value link signal history . The current

RSSI value for link is calculated as weighted moving average. Whenever current RSSI value

changes from link signal history by more than a threshold value, we attribute this to link

misalignment. The threshold value we have worked with is 8 dBm. the work in [3, 16]

point to variation of RSSI to be in band of 0-4 dBm in normal scenario. We add a guard of

4 dBm more to avoid false link misalignment call and use the value of 8 dBm as threshold.

4.7.4 False link misalignment call

In Section 4.7.3 we discussed about detecting link misalignments. Consider a scenario

when a node changes its transmit power to a new value. Now the current signal strength

for links in which this radio is involved will change to new values. Slowly the weighted

moving average signal strength will change. This new signal strength value might change

to a value differing with link signal history by more than threshold value. This will be

detected as link misalignment. To avoid these false calls we perform a link check test to

confirm if link misalignment is true. In this test server ask the link to operate at maximum

transmit power. Reported signal strength is then compared with signal strength reported

last time interference experiment was performed for the link. If this value change is more

than the threshold than this is a link misalignment and network administrator is informed

to diagnose the corresponding link. Otherwise link signal history is changed to current

signal strength value the link is reporting.

4.7.5 Identifying zero interference

Consider a scenario when a node A is not interfering with node B because node A is

outside node B’s interference range. Other scenario is when node B is switched off when

we are performing the interference experiment for node A. In both scenario’s node A see

no interference from node B. To distinguish these two scenarios server keeps track of nodes

which send the experiment result. If node B has participated in experiment it would have

sent result to central server. This confirms that node A has zero interference from node

B. If node B is absent from list of nodes participated in experiment, this confirms that
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interference between node A and node B is yet to be computed.

4.8 Implementation Details

We have designed the server module using PHP. PHP 5.0.4 engine is used to run server

scripts. Client modules are designed using C++. GCC 4.0.0 is used to compile the client

scripts. Soekris machines running the client modules were having voyage 0.2 distribution.

Soekris machines were running with linux kernel version 2.6.15. Wireless driver supporting

the wireless interface was Hostap 0.4.4. XML was used for communication between the

client and server modules. Choice of XML was because of its human readable format,

ability to modify easily and extensive support for it in various programming languages.
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Chapter 5

Evaluation

In this chapter we evaluate our system for correctness and overheads involve in interference

measurement and link monitoring. Section 5.1 talks about the emulation performed to

check the correctness over a 8 and 16 node deployments. The next important metric we

consider is the overheads involved in channel switching during interference experiments.

These overheads are discussed in Section 5.2. Subsequently we look at CPU utilization and

memory overhead in Section 5.3. Additional traffic introduced for network monitoring and

interference measurement is the topic of discussion in Section 5.4. Finally, we measure the

time taken to create interference matrices in Section 5.5.

5.1 Emulation for WiFiNetMon

To check the correctness of WiFiNetMon architecture we performed the emulation of wireless

network over the Soekris machines. During the implementation we tested the architecture

modules over a four node, two link wireless deployment only. This deployment was over

the real Soekris machines. We felt that this small deployment was not sufficient to test

the architecture completely. We wanted to test our implementation in scenarios where all

the links were not available at the same time, links were coming up and going down. We

wanted to test if network topology is being correctly detected for a bigger deployment.

A physical deployment of a wireless network at large scale is too cumbersome in terms of

the effort needed in collecting and managing resources. Our aim was to check the functional

correctness of the architecture for a bigger deployment of 8 or 16 nodes. We choose to setup

network emulation for such a study, as explained below.

For emulating a wireless network deployment we ran multiple instances of the client
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modules on the same Soekris machine. These multiple instances were bound to different

ports. We made appropriate changes in both client and server modules of the original

architecture implementation, to allow such emulated operation. The IP and MAC addresses

that client module reports to the server were modified to include the port number at which

client module is bound, this gave each instance of running client module a unique IP and

MAC address. In addition to this, port numbers were appended to the MAC address for

each entry in the /proc driver log file. These port numbers were randomly chosen from

the set of port numbers at which client modules were running. This gave the interference

values from the different client modules which were running over same machine and were

using the same wireless card.

We ran the emulations for 8 and 16 node deployments. The emulation setup for 16

nodes is shown in Figure 5.1. As shown in figure three Soekris machines and a laptop were

used to run the client modules. The wireless interfaces of Soekris 4521 and laptop was

using D-Link DWL-650 PCMCIA cards and Soekris 4826 was using a NETGEAR mini PCI

card. The emulations helped us in checking the correctness of architecture. We also found

a bug in the implementation of architecture which was not transparent for small 4 node

deployment. This was related to server module running out of shared memory. This error

was not flagged for small deployment as shared memory allocated was sufficient for a 4 node

deployment.

LaptopSoekris 4826

4 client modules 4 client modules

Soekris 4521

4 client modules

Soekris 4521

4 client modules

Desktop PC

Central server

Network Switch

Figure 5.1: Setup for emulation of 16 node deployment
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5.2 Channel Switching Overhead

As explained in Section 4.6.2 measuring same/adjacent channel interference requires a link

to change its channel settings. We were interested in measuring the time for which a link

is unavailable during a channel changing operation. To better understand the overhead

involved in terms of link availability during interference measurement, we ran some experi-

ments on the real Soekris machines.

The metric we chose to measure this overhead is in terms of the time for which link

becomes non functional. The Figure 5.2 shows the setup of the experiment. To measure

this non functional duration we transmitted packets at fixed inter packet duration over

the link. The link between Soekris machines was asked to change its channel during this

transfer. The number of packets being lost at the receiver gave us the duration for which

the link was non functional. This experiment required us to establish a wireless link with

close to zero packet error rate during normal operation, so that all the packet losses can be

attributed to channel change. We set up the link in the WDS setting, as in our WiFiNetMon

system design. The transmit rate was set to the minimum value of 1Mbps, so as to reduce

the possibility of packet loss because of reasons other than channel switching. We used MAC

level broadcast to remove link layer retransmissions. MAC level broadcast functionality was

achieved using the modified Host-ap driver used in [3]. We used UDP traffic to avoid any

transport layer retransmissions. The purpose of avoiding retransmissions was to directly

infer non functional duration from number of packets lost.

The radio at one end of the link was asked to transmit the 1000 byte packets at regular

inter-packet interval of 10 milli seconds. The radio on the other end was keeping track of

number of packets received. At the end of experiment the receiver was asked to report

the number of lost packets. Both the sender and receiver radios were asked to operate at

channel 1 initially. They both were asked to move to channel 6 at the same specified time.

Both the radios were regularly synchronized with the NTP time server every 1 second by a

separate daemon process.

The Table 5.1 gives the number of packet losses reported for 10 different runs of the

experiment. On an average 57 packets were lost. These all the packet losses were continuous

sequence numbers in the receiver’s log. The loss of 57 packets means that link was non

functional for close to 570 milli seconds. A link will be required to do the same channel
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Soekris 4521 Soekris 4521

Traffic Sender Traffic Receiver

NTP Time Server

NTPDATE NTPDATE

wireless link
UDP Traffic

Wired Links

Figure 5.2: Setup for channel switching experiment

interference measurement only very infrequently. So an overhead of 570 milli seconds once

in a while is tolerable. The main reason for this loss of link was because two radios of

the link were not tightly time synchronized. We monitored the adjustments made for time

synchronization with the server clock. These adjustments were found to be varying from

10 of milli seconds to few hundred milli seconds.

In addition to channel switching we performed similar tests for changing transmit power

and changing beacon interval. No packet losses were reported for these two operations. We

checked the time taken to change these two parameters using time command. It reported

close to 15 milli seconds for both these operations. Since we have not seen any packet loss,

so we infer that link remains functional during these parameter settings.

Experiment Number No. of Packets Lost Non functional duration
(milli seconds)

1 47 480

2 78 780

3 72 720

4 70 700

5 21 210

6 68 680

7 68 680

8 74 740

9 6 60

10 67 670

Average 57 570

Table 5.1: Packet lost on link during channel switching
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5.3 CPU Utilization and Memory Overhead

The client module is meant to be executed on nodes which in the most cases will be resource

poor in terms of CPU computational power and memory. This makes the computational

overhead of the client module a crucial factor to consider. We measured the overhead in

terms of the CPU utilization at the client nodes. We did this for two different hardware

platforms, Soekris 4521 and Soekris 4826. The Soekris 4521 has a 133 MHz AMD Elan

SC520 micro controller while Soekris 4826 has a 266 MHz AMD Geode SC1100 processor.

The Soekris 4826 has 128 Mbytes of SDRAM and 128 Mbytes of soldered flash. The Soekris

4521 has 64 Mbytes of SDRAM and 256 Mbytes of flash memory.

We monitored the CPU utilization by the client module when node was receiving packets

from another node over the wireless interface. We did it for cases when node was receiving

packet at inter packet duration of 0 milli seconds and 10 milli seconds. Packet size of

1000 byte was used. UDP with MAC level broadcast was used to send these packets. The

experiment with 0 milli second inter packet duration was done to test the client module in

the worst case scenario, when the wireless channel is fully occupied. The CPU utilization

was measured using unix top command. The CPU usage for 0 milli second inter packet

arrival time is shown in Figure 5.3. The average CPU utilization for Soekris 4826 and

Soekris 4521 is 39% and 41% respectively. The high CPU utilization values were mainly

due to processing of large amount of log data, in full speed blast large number of packets

are received by wireless radio and client module needs to process low level details for all of

them. These CPU utilization value were for the worst case scenario.

The Figure 5.4 shows the CPU utilization at 10 milli second inter packet interval. The

average CPU utilization is 10% and 12% for Soekris 4521 and Soekris 4826 respectively.

The above reported CPU utilization value for Soekris 4826 and Soekris 4521 are close

to each other. This is in spite of them being of different processor speeds. Its difficult to

compare CPU utilization between these two Soekris platform. These platforms differ from

each other in both processor and memory configurations. In addition the CPU utilization

will also depend on number of packets received by wireless interface. The two platforms

were using different type of wireless cards, Soekris 4826 was using a NETGEAR mini PCI

card while Soekris 4521 was using a D-Link PCMCIA card. This again makes it difficult to

compare the CPU utilization on these two platforms.
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Figure 5.3: CPU utilization at 0 millisecond inter packet gap

The CPU utilization’s reported in this section are for scenario when client module is

monitoring all the packets it receives. This is needed only when we want to monitor the link

for throughput evaluation and packet error rates. If the purpose of monitoring is to collect

the interference or link signal strength information only, We can avoid transferring all the

/proc log entries to user space. We can periodically transfer the /proc log file without

bothering about /proc buffer overflow at the driver. In this case CPU utilization will be

dependent on the frequency at which we transfer the /proc log file to user space. If we

read the /proc file once in every 10 minutes then the CPU will be used for 1.5 seconds

(time taken to create trace summary) every 10 minutes. This will amount for average CPU

utilization of 0.25%.

The memory overhead introduced by the client module is for the driver buffer to store

the per packet low level details. In current implementation we were using driver buffer for

2000 entries. Each log entry present in the driver buffer takes 44 Bytes of memory, so driver

buffer requires about 88 Kilo Bytes of memory. In addition to this, 400 Kilo Bytes of disk

space is required to store the entries from the driver buffer into user space file. The space

requirement by client module is negligible as compared to available memory on the Soekris

machines.
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Figure 5.4: CPU utilization at 10 millisecond inter packet gap

5.4 Network Overhead

The additional traffic introduced by interference measurement and monitoring is for broad-

casting beacon packets, sending trace summaries and experiment results to the server and

sending experiment requests to the client nodes. Out of this, only the beacon packets are

part of regular traffic, while the others are transmitted only once a while and can be ne-

glected. The number of beacon packets transmitted depends on the beacon interval used.

The beacon interval we are using in current implementation is 100 milli seconds. This is

chosen so as to limit the additional traffic introduced. Assuming the beacon packet size to

be 88 bytes, the beacon packets will be occupying the radio for 0.7% of time.

Since we are assuming a TDMA scheme, we need to take into account the number

of members in a group for calculating network overhead. In current Ashwini deployment

shown in Figure 2.4, the average number of members per group is 3.5, we round it out to

4. So the network overhead due to beacon packets in Ashwini deployment will be 2.8% of

time. The total bandwidth network bandwidth consumed by the beacon packets will be

2.8% of the total available bandwidth.

In the proposed architecture the client modules send trace summaries to the server once

in every 10 minutes. This duration is chosen to have average signal values computed over a
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large enough elements. In between two trace summaries each node will be transmitting close

to 6000 beacons (assuming a beacon interval of 100 milli seconds). This number of 6000 is

a large enough size to take care of any outliers in signal strength values while reporting the

average values to the server.

The network overhead can be reduced further by increasing the beacon interval. In that

case trace summary interval should also be increased to a higher duration so as to collect

enough packets while calculating average signal strength values.

5.5 Time Taken to Create Same/Adjacent Channel Interfer-

ence Matrices

This metric is dependent on the number of groups in the network. As explained in Sec-

tion 4.6.2, to collect interference details each of the groups is required to perform the inter-

ference measurement experiment. Thus creating complete interference matrices for network

would require time of the order number of groups in the network. This is assuming that

whole of the network is active. Time taken to create interference matrices will also depend

on, time out duration used while trying to connect and duration per channel parameter used

in the interference measurement experiment. In addition to above mentioned parameters

server keeps some free duration between two consecutive experiments. We call this guard

time. This is used to ensure that all the results of previous measurement experiment are

received and processed before new experiment is performed.

The duration per channel parameter should be chosen so that, experimenting node has

enough time to collect interference information on each channel. The duration per channel

parameter is important, as during this duration a group will be operating on channels other

than, the one that is assigned during channel allocation. This will be creating unnecessary

interference in the network. Decreasing the beacon interval is an option to spend less time

per channel. By decreasing the beacon interval node can learn about interference faster.

They will get to hear more number of beacon packets from interfering nodes in the shorter

span of time. But this will increase the network overhead in terms of additional traffic

introduced in the network.

We have worked with duration per channel of one minute. Along with this we are

51



working with increased beacon interval of 10 milli seconds. With beacon interval of 10

milli seconds each of the node transmits 6000 beacons per minute. So while reporting the

same/adjacent channel interference value, each node sends the value averaged over 6000

packets. This increases the accuracy of the reported interference value. We have worked

with time out interval of 30 seconds. This is chosen so that central server tries sufficiently

for establishing a connection with active client nodes.

We now calculate the time our architecture will take for measuring same/adjacent chan-

nel interference matrices for current Ashwini deployment shown in Figure 2.4.

Total time = Number of groups * ( 3 * duration per channel + 2 * time out duration +

guard time )

Number of groups in Ashwini = 6.

duration per channel= 1 minute

time out duration = 30 seconds

guard time = 1 minute

Total time = 6 * ( 3 * 1 + 2 * .5 + 1)

Total time = 30 minutes.

During this duration of 30 minutes the network continues to work normally. Some

links might become non functional for negligible time as discussed in Section 5.2. This 30

minute duration is needed in scenario when the server module starts at first and, do not have

previous knowledge of the interference scenario. If server module has complete knowledge of

interference scenario and, a new link is added then, interference measurement experiment is

needed to be performed only for this new link. Similarly, if some link misalignment happens

then we need not repeat interference experiment for all the nodes. We perform interference

measurement experiment only for this affected link.
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Chapter 6

Conclusion and Future Work

In this thesis work, we considered the problem of measuring the interference scenario in

long distance WiFi networks. We have successfully designed, implemented, and evaluated

a system to

• monitor the link signal strength for each link.

• measure the interference experienced by each link in the operational network.

• measure the interference experienced by a link if all other links were running on the

same channel (same channel interference).

• measure interference experienced by a link if all other links were running on a non-

overlapping adjacent channel (adjacent channel interference).

The network overhead for monitoring and measuring interference is found to be near

3% of the total available bandwidth. The duration for which some part of network become

non functional during interference measurement is found to be less than 1 second. The

CPU utilization for client module on link nodes is found to be close to 10%, assuming 100

packets transmitted per second over the link and all the received packets are monitored.

The CPU utilization falls to meager 0.25% if client modules are used to monitor only 2000

of the received packets per 10 minutes.

There are several avenues for future work. The system is still to be tested in real long

distance WiFi deployment. There is need of system which can take interference information

as input and could decide on optimum transmit power and optimum channel assignment

for a long distance deployment. This will add interference management functionality into
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WiFiNetMon. The current CPU utilization by client module are on higher side, there is

need to reduce the CPU utilization. There is scope of work on exploring, if CPU utilization

can be reduced by using more suitable data structure and algorithm while creating trace

summary.
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