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Recommendation Systems

• Understand user-preferences and filter content based on preferences

• Goal: Enhance user experience, increase engagement and sales.

• Applications: E-commerce (Amazon), Media (Netflix, Spotify), Social 

Networks (LinkedIn, Facebook).



Netflix Prize



The general paradigm

Estimate 

﹘ Q1 = Pr(click | user, item)

﹘ Q2 = E[rating | user, item]

﹘ Q3 = Pr(share | user, item)

﹘ Q4 = Pr(purchase | user, item)

﹘ ….

Rank items based on the weighted score

W1*Q1 + W2*Q2 + W3*Q3 + W4*Q4 ….



This class

• Focus on various types of biases 

• Won’t go into design details of recommendation systems



Feedback Loops

Recommendation
Systems 

Predict which content

will be liked by user

Show more content of 

that type

Self-fulfilling Prophecies!



Bias in Recommendation: A Simple Example

• Two content types: Red and Blue

• Consider a fixed user (or homogenous set of users)

• Equal preference for Red and Blue

Pr(click | shown red) = Pr(click | shown blue) = 𝜆

At each time recommender recommends a single item



Bias in Recommendation: A Simple Example

• For t = 1, 2, ……

﹘ User arrives at the platform

﹘ Recommend item based on past click

𝑃 𝑡 =
𝑅 𝑡

𝑁 𝑡

﹘ Pr(show red at time t) = 𝑃 𝑡

﹘ Pr(show blue at time t) = 1– 𝑃(𝑡)

𝑅 𝑡 = Total number of clicks on red before time t

𝑁 𝑡 = Total number of clicks before time t

Bootstrap the new recommender based on legacy system

At t=1, 𝛼 clicks on red, and 𝛽 clicks on blue

﹘ 𝑃 1 =
𝛼

𝛼+𝛽



Bias in Recommendation: A Simple Example

• What would be 𝑃 𝑡 as 𝑡 → ∞?

﹘ Will it converge to ½?

﹘ Will be be biased towards the initial configuration?



Polya’s Urn

• Initially- Urn with 𝛼 red balls, and 𝛽 blue balls

• For t = 1, 2, ……

﹘ Draw a balls uniformly at random from the Urn

﹘ Return it to the urn along with an additional ball of the same color.

﹘ 𝑃 𝑡 =
𝑅 𝑡

𝑁 𝑡

𝑁(𝑡) = 𝛼 + 𝛽 + 𝑡 − 1

𝑅(𝑡) = number of red balls in the urn



Polya’s Urn

• What would be 𝑃 𝑡 as 𝑡 → ∞?

﹘ 𝑃 𝑡 → 𝐵𝑒𝑡𝑎 𝛼, 𝛽



Bias in Recommendation: A Simple Example

• What would be 𝑃 𝑡 as 𝑡 → ∞?

﹘ 𝑃 𝑡 → 𝐵𝑒𝑡𝑎 𝛼, 𝛽

Small bias in initial configuration will lead to large bias.



What is the problem?

Pr(click | red) is not equal to Pr(click | shown red)!

Does not take into account whether the item was shown or not!

Recommend based on Pr(click | shown red)

What if the opinion/preference shifts?



Position Bias in Recommendation

Showing the content is not sufficient!

How do we know whether the content was seen by the 

user or not?

What if it was placed lower down the order?

Also related to Popularity Bias



Cognitive Bias in Recommendation

The user has two selves “System 1” and “System 2”

• System 1 is impulsive and acts fast

• System 2 acts according to true utilities and exhibits long-term 

planning

• [Kahneman (2011); Smith and DeCoster (2000); Sloman (1996); Schneider 

and Shiffrin (1977); Evans (2008)]
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