CS 435 : LINEAR OPTIMIZATION FaLL 2006

Lecture 5: Linear algebra : column space of matrix A, solution space of
Ax=0, relationship between them

Lecturer: Sundar Vishwanathan Scribe: Ayush Choure
COMPUTER SCIENCE & ENGINEERING INDIAN INSTITUTE OF TECHNOLOGY, BOMBAY

Last Lecture : Given vectors v1,v2,03,...,0, the space spanned by them is > . | o;v;.
Thus Y ;" | oyv; is a subspace.

Consider the space of vectors {z : Az = 0}.

Looking by the column perspective
Az =b= Ale; + A%29+ ...+ A"z, =1

here, A’ is the i*" column of A and z; is the i*" component of vector z

which means b is in the column space of A. Hence, in the given situation
Atz + A%20+ ...+ A"z, =0

Assume : A', A% ... AF are a basis for the space spanned by A', A%,..., A" k <n.

which implies,

AR+l — Zk k+1 A5

el
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hence, dimension of this space is atleast n — k

dim{z: Az =0} >n—k

now, to prove that it is EXACTLY n — k.
Proof: Take an xg such that Azg = 0. Also let U; be such that,



Uk41 is

Uk42 is

Now consider the vectors x and x/ such that,
r=[ry...2,)7
r =1 — {xk+1Uk+1 +...+ xnUn}
but

Az =0 and
A{xk+1Uk+1 + ...+ xnUn} =0

because given that, x and U; are from the null space of A. Therefore
Az =0

note that because of way in which x/ is defined, its last n — k components are zero. Hence
above equation means that the combination of first k columns is also zero. Since the first
k columns are linearly independent, therefore, the linear combination is trivial.Hence,

1! =20 = ... =X,/

therefore, the dimension of {z : Azg = 0} is EXACTLY n — k.

In the next lecture, we will analyse the row perspective.



