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lllustration of the basic idea of
Boltzmann Machine

« To learn the identity X y
function . .
- e Wi, 2
 The setting is

probabilistic, x =1 or

X = -1, with uniform X y

probability, i.e.,

— P(x=1) = 0.5, P(x=-1) = 0.5 T 1
. For, x=1, y=1 with P=0.9 -1 -1

* For, x=-1, y=-1 with

P=0.9



lllustration of the basic idea of
Boltzmann Machine (contd.)

* Let a = output neuron states
B = input neuron states
P.s = Observed probability distribution
Qg = desired probability distribution
Qg = probability distribution on input
states 3



lllustration of the basic idea of
Boltzmann Machine (contd.)

* The divergence D is given as:
D= ZGZB QalB QB In QG|B / PalB
called KL divergence formula
D= 2025 Qup QpIn Quip / Py
>= ZGZB QG|B QB( 1- PG|B /Qa|[3)
>= 2028 Qaip Q- 2025 Pogp U
= ZGZB QO(B B ZGZB PGB
{Q,p and Pz are joint distributions}
>=>1-1=0




Gradient descent for finding the
weight change rule
P(S,) a exp(-E(S/T)

P(S) = (€XP(-E(SN/T)) / (S5 ai statesEXP(-E(S)/T)
In(P(S,))= (-E(S)/T)-In Z

D= ZGZ,BQGLB QB In (QGLB /PCT|,3)

Aw;= n (0D/owy); gradient descent



Calculating gradient: 1/2
oD /ow;;=0/0w; [} o2 5 Quig Qs N (Quig / Pyip)]
= 5/5w; IXZaaZZﬁB %1 Tﬁ%ﬁn;n %2;]/ gwcvt;t
5(In Pyg) /6w, = 8/6w; [-E(S,)/T— InZ]

Z = sexp(-E(Sp))/T



Calculating gradient: 2/2
O [FE(S)/T] /0w = (-1/T) 0/OW;i [ - D ;2 i»iW;iS; Si]
= (-1/T)[-s;s]lo]
= (1/T)[ss]d]
5 (In 2)/5w;=(1/Z)(5Z/5w;)
Z=y sexp(-E(Sp)/T)

5Z/5w;= ¥ slexp(-E(Sg)/T)(S(-E(Sy/T)/dw;)]
= (1/T) 3. 4exp(-E(Sp)/T).s:5 1,



Final formula for Aw;

Aw,;= [1/T/ [$;S]|— (1/2) 2 sexp(-E(Sp)/T).S;Sl;

= 1/T][s,sj|a—w3).sisjl gl

N

Expectation of it" and jth
Neurons being on together




Issue of Hidden Neurons

* Boltzmann machines
— can come with hidden neurons
— are equivalent to a Markov Random field
— with hidden neurons are like a Hidden Markov

Machines

* Training a Boltzmann machine is
equivalent to running the Expectation
Maximization Algorithm



Use of Boltzmann machine

« Computer Vision

— Understanding scene involves what is called
“Relaxation Search” which gradually
minimizes a cost function with progressive
relaxation on constraints

* Boltzmann machine has been found to be

slow in the training
— Boltzmann training is NP-hard.



Questions

* Does the Boltzmann machine reach the global
minimum? What ensures it?

 Why is simulated annealing applied to

Boltzmann machine?

— local minimum - increase T = n/w runs —>gradually
reduce T - reach global minimum.

« Understand the effect of varying T

— Higher T - small difference in energy states ignored,
convergence to local minimum fast.
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