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NLP Layer and Linguistics

Increased
Complexity
Of
Processing

Discourse and Coreference

Semantics

Parsing

Syntax —=

Chunking

POS tagging

Morphology




Expectation Maximization

» A very important technique for

parameter estimation in presence of
hidden variables

* Application In
— Machine Translation- word alignment

HMM- combined transition and emission
orobabilities

PCFG- probabilities of CFG rules



Mathematics of EM

From

Pushpak Bhattacharyya, Machine Translation, CRC Press,
2015



Maximum Likelihood of Observations

* Situation 1: Throw of a Single Coin

* The parameter is the probability p of getting
heads in a single toss. Let N be the number of
tosses. Then the observation X and the data or
observation likelihood D respectively are:

X < xl,xz,x3, Xy Xy >

D= Hp ',st.x. =1lor0,and0<p<1

where x; is an indicator varlable assuming values 1 or 0 depending on the ith observation being heads or tail. Since
there are N identically and independently distributed (i.i.d.) observations, D is the product of probabilities of individual
observations each of which is a Bernoulli trial.



Single coin

Since exponents are difficult to manipulate
mathematically, we take log of D, also called log

likelihood of data, and maximize with regard to p.
This yields

N
2%
N

p=-1L —=—: M =#Heads, N =#tosses

N



Throw of 2 coins

Three parameters: probabillities p, and p, of heads of
the two coins and the probability p of choosing the
first coin (automatically, 1-p is the probabillity of
choosing the second coin).

N tosses and observations of heads and tails. Only,
we do not know which observation comes from which
coin.

Indicator variable z; is introduced to capture coin
choice (z;=1 if coin 1 is chosen, else 0). This variable
IS hidden, I.e., we do not know its values.

However, without it the likelihood expression would
have been very cumbersome.



Data Likelihood
Data Likelihood,

D = P<p1,p2,p>(x):P9(X)’ 6:<p1p1’p2>
= 27 Pg(X,2))
X 1< X Xy Xgy ey Xy_gs Xy >
£<7,2,,24,...,2\ 1,2y >

P,(X,Z) = H[ppl )7 (@ pyp, - p ) )1]

s.t.z,,x, =1lor0,and 0<p,p,,p, <1



Invoke Jensen Inequality

We would like to work with logP4(X). However,
there will be a 2 inside log. Fortunately, log Is a
concave function, so that



Log likelihood of Data

LL(D)= log likelihood of data
= log(Pe(X))= log(Z,P¢(X,2))
= l0g[S,A,(Po(X,2)/A)]; 57 A,=1
>= 5,[Alog[ (P¢(X,2)/A,)]
After a number of intricate mathematical steps

LL(D) >=Ex 10g(P4(X,2)), where E(.) Is

the expectation function; note that the
expectation is conditional on X.



Expectation of log likelihood
E,x [log(R, (X, Z)]

:E2|x IOgH[pp1 ((1 p)pz pz)l)(i)ui]
. i Zi(log p+Xx; log p, + (1—x,)log(l- pl)) + _
= Ezx| =

@-2,)(log@- p)+x, log p, + (1- ) log{L—p,) )
~ i E(2 Ixi)(log p+Xx log p, +(1-x)log(l- p,) ) +

T | -Ez | %)(log@ p)+x log p, + (%) log(L—p,) )
st.z,x.=1or0,and0<p,p,,p, <1




Derivation of E and M steps for 2
coin problem (1/2)- M step

Take partial derivative of E,y 4(.) (prev. slide)
wrt p, p;, P, and equate to O.

> E( %)

‘M =#Heads, N =#tosses




Derivation of E and M steps for 2
coin problem (2/2)- E step

E(z[x)= 1.P(z=1]x;)+0.P(z=0[x;)
=P(z=1]x))
P(Zi =1, Xi)
P(X )
B pp* (1-p,) "
P(x,z. =D+ P(x. ,z, =0)
_ pp* (1—p,)
pp* (1-py) " +(@A-p)p; (A-p,) "

P(Zi =1] Xi) —




Generalization into N “throws”
using M “things” each having L
outcomes

From

Pushpak Bhattacharyya, Machine Translation, CRC Press,
2015



Multiple outcomes from multiple
entities

“Throw” of “something” where that
something has more than 2 outcomes,
e.g., throw of multiple dice

The observation sequence has a
seqguence of 1 to 6s

But we do not know which observation
came from which dice

Gives rise to a multinomial that is
extremely useful in NLP ML.



Observation Seguence

N ‘throws’, 1 of L outcomes from each
throw, 1 of the M ‘things’ (called ‘sources’)
chosen

* 2.1 Xy =1, since each x; Is either 1 or O
and one and only one of them Is1.
* D (data):

<X /X1l X >y <Koy lXool oo X >
<Xn1/Xno/ - - X >



Hidden Variable

» Hidden variable for M sources
* 2y wZi=1, since each z; is either 1 or O
and one and only one of them is 1.
¢ /.
<Z0215/...2,>, <ZoilZ55/... 20>, ...
<zZ\i/ZnoS - Zg™



Parameters
« Parameter set 6:

—17;: probability of choosing source |

—p,: probability of observing k™ outcome
from the jth source

This will be elaborated next week; only
expressions are given now



M-step

M-Step:

Zr IE( )

Z Jj= IZ i—lE(‘U

N E(z,)x

. =1 i S ik

Pﬁ:_ ZI-:lE( g)




E-step

E-Step:

_ EHI:—I(F ')
E(d )= Z 1{1-?? H _1(}5’;&



Machine Learning Based MT

Alignment is the crux of the matter



Chronology

IBM Models of Alignment- Brown et al.
1990, 1993

Phrase Based MT- Koehn 2003

Encoder Decoder- Sutskever et al. 2014,
Cho et al. 2014

Attention- Bahadanu et al. 2015
Transformer- Vaswani et al. 2017



BX anl, 20 1dt: pushpak

Czeck-English data

* [nesu] ‘| carry”

* [ponese] “He will carry”
* [nese] “He carries”

* [nesou] “They carry”
* [yedu] ‘I drive”

* [plavou] “They swim”



BAI anl, 20 1dt: pushpak

To translate ...

* | will carry.

* They drive.
 He swims.

* They will drive.



B anl, 20 1dt: pushpak

Hindi-English data

» [DhotA huM] ‘| carry”

* [DhoegA|] “He will carry”

* [DhotA hAI] “He carries”
» [Dhote hAI] “They carry”

» [chalAtA huM] ‘| drive”

* [tErte hEM] “They swim”



B anl, 20 1dt: pushpak

Bangla-English data

 [bal] ‘| carry”

 [baibe] “He will carry”
 [bay] “He carries”
 [bay] “They carry”

* [chAIAI] “| drive”

* [SAMLtrAy] “They swim’



B0 anl, 20 bvt: pushpak

To translate ... (repeated)

* | will carry.

* They drive.
 He swims.

* They will drive.



B anl, 20 1dt: pushpak

Foundation

« Data driven approach

» Goal is to find out the English sentence e
given foreign language sentence f whose
p(elf) Is maximum.

* Translations are generated on the basis
of statistical model

« Parameters are estimated using bilingual
parallel corpora

é = argmaxp(e|f) = argmax p(fle)p(e)

eece” eece”



How to build part alignment from
whole alignment

. Two Images are Iin alignment: images on
the two retina
. Need to find alignment of parts of it




B anl, 20 et pushpak

EM for word alignment from sentence
alignment: example

English
(1) three rabbits
a b

b C

(2) rabbits of Grenoble

d

French
(1) trois lapins
W X

(2) lapins de Grenoble
X y Z




Initial Probabillities:
each cell denotes t(a <=2 w), t(a €2 X) etc.

a b C d
W 1/4 1/4 1/4 1/4
X 1/4 1/4 1/4 1/4
y 1/4 1/4 1/4 1/4
Z 1/4 1/4 1/4 1/4




B2 anl, 720 vt pushpak

Example of expected count

C[w €-a: (a b) €3(w X)]

t(w € ->a)
S X #(ain ab’) X #(win w x)
t(w € 2a)+t(w € ->b)
1/4
S — X 1X1=1/2

1/4+1/4



BX anl, 20 1dt: pushpak

(c 99
counts
ab a b bcd b C d
> >
W X XY Z
W 1/2 1/2 W 0 0 0
X 1/2 1/2 X 1/3 1/3 1/3
y 0 0 y 1/3 1/3 1/3
Z 0 0 Z 1/3 1/3 1/3




B0 anl, 720 et pushpak

Revised probability: example

trevised (a <> W)

(1/2+1/2 +0+0 )(a by e 3w x) T(010+0+0 )y c gy e (xy 2)



Revised probabillities table

a b C d
1/2 1/2 0 0
1/4 5/12 1/6 1/6

0 1/3 1/3 1/3

0 1/3 1/3 1/3




B anl, 20 1dt: pushpak

“revised counts”

ab a b bcd b C d

> >

W X XY Z

W 1/2 3/8 W 0 0 0
X 1/2 5/8 X 5/9 1/3 1/3
y 0 0 y 2/9 1/3 1/3
Z 0 0 Z 2/9 1/3 1/3




Re-Revised probabilities table

a b C d
W 1/2 1/2 0 0
X 3/16 85/144 1/9 1/9
y 0 1/3 1/3 1/3
Z 0 1/3 1/3 1/3

Continue until convergence; notice that (b,x) binding gets progressively stronger;

b=rabbits, x=lapins




B anl, 20 1dt: pushpak

Derivation of EM based Alignment
Expressions

V. =vocalbulary of language L, (Say English)
V. =vocabulary of language L, (Say Hindi)

g1 what is in a name?
JH H FI 7
naam meM kya hai?

= . .
name in what is?

E2 That which we call rose, by any other name will smell as sweet.
IS 8 T[eTd FEct &, IR SHY [t ST & 3 Forg THTA HIST 8171

2 Jise hum gulab kahte hai, aur bhi kisi naam se uski khushbu samaan mitha hogii
That which we rose say ,any  other name by its smell as sweet
That which we call rose, by any other name will smell as sweet.




Vocabulary mapping

Vocabulary

what , is, in, a , name , that, which, = naam, meM, kya, hai, jise, ham,
we , call ,rose, by, any, other, will, gulab, kahte, aur, bhi, kisi, bhi, uski,
smell, as, sweet khushbu, saman, mitha, hogii



B anl, 20 1dt: pushpak

Key Notations

English vocabulary : Vg
French vocabulary : Vg
No. of observations / sentence pairs : S
Data D which consists of S observations looks like,
611, 612, . ell1<=> fll,flz, ""flml

621, 622, ey 6212C> le,fzz, ...,meZ
eSb eSZJ Ly esls<=> fslf fSZI ’fsms
651, esz, . eSlS@ fS ,fsz, ...,meS

No. words on English side in s* sentence : [’
No. words on French side in st* sentence : m*
indexg(es,) =Index of English word e ,in English vocabulary/dictionary
indexg(f*,) =Index of French word f* in French vocabulary/dictionary

(Thanks to Sachin Pawar for helping with the maths formulae processing)



&1 anl, 20 1dt: pushpak

Hidden variables and parameters

Hidden Variables (2) :
Total no. of hidden variables = Y5_; IS m® where each hidden variable is as follows:
z5, = 1, if in s*™" sentence, p* English word is mapped to ¢** French word.

s :
zpq = 0, otherwise

Parameters (0) :
Total no. of parameters = | V| X [Vg|, where each parameter is as follows:
P; ; = Probability that it" word in English vocabulary is mapped to jt* word in French vocabulary



B2 anl, 20 1dt: pushpak

Likelihoods

Data Likelihood L(D; O) :

L(D;0) = HHH indexg(ef ).indexg (fF) ) :

s5=1 p=1g=

Data Log-Likelihood LL(D; ©) :

s ¥ m
LL(D: 'EU — S: S: S: E;q Eﬂg (Fiﬂdgxﬂ—{gf,},iﬂdex;r{fqﬂ:l)

g=1p=1g=1

Expected value of Data Log-Likelihood E(LL(D; 9)) :

00 = Y'Y B30 18 (Pt i)

=1 p=1g=1



BX anl, 20 vt pushpak

Constraint and Lagrangian



B3 anl, 720 Trt: pushpak

Differentiating wrt P;

ZZZ%ME{E@ ).t Oindexs (£5).5 (E(EW)) 2, =0

1
s=1p=1g=1 I

s I m°
1 1 1 1
Pi,j = 1_1 ZZ Z Eiﬂdexﬂ—{ef;},i Eiﬂdexp{ff},jEEEﬂq]

s=1p=1g=1

|FF h"'F'

ZP =1= Z ZZZEME@ )i Oindexe (75).5E (Zoa)

slplql



B anl, 20 1dt: pushpak

Final E and M steps

M-step

_ §=1 Z*f:l= 12?= 1 Eiﬂdexﬂ-{ef; },1’ Siﬂdﬂﬂl}-ﬁ {fg}jE{EEtE]
g Vel = 1 s 8
ijﬁl Z§=1 Z*f:l= 1 Zq=1 Emdgx,,-{g% ).i Eiﬂdﬂjﬂp {fg},jE (Ew )

P Vi, j

E-step

P index E{QISJ },iﬂdex B {-fqﬂ }

E{:ES ]— R
’ Zq;:l‘umdgxﬂ—{ef,},iﬂdﬂxﬁ qE.r}

1

,Vs,p,q



Tools that implement word
alignment

 Giza++ which comes with Moses

» Berkeley Aligner



@apn22-tcaai

Indian Language SMT (LREC 2014)

hi | ur | pa | bn | gu | mr [ KK | ta | te | ml | en
hi 61.28/68.2134.96]51.31]39.12|37.81|14.43|21.38|10.98

ur(61.42 52.0229.59|39.00127.57128.29|11.95(16.61|8.65
pa|73.3156.00 29.89/43.8530.87|30.72|10.75(18.8119.11
bn|37.6932.0831.38 28.14122.09(23.47/10.94|13.40(8.10
gu|55.66144.12/145.14|28.50 32.06|30.48|12.57(17.22|8.01
mr45.1132.60(33.28|23.73|32.42 27.81110.74{12.89|7.65
kK41.92|34.00|34.3124.59]31.07|27.52 10.36(14.80(7.89
ta |20.48|18.12(15.57/13.21|16.53|11.60(11.87 8.48 16.31 |11.79
te |28.88]25.07|25.56(16.5720.96|14.94(17.27/3.68 6.68 (12.34
ml|14.74/13.39/12.97|10.679.76 8.39 |9.18 |5.90 (5.94 8.61

en |28.94122.96|22.33/15.33|15.44(12.11|13.66(6.43 [6.55 |4.65
Baseline PBSMT - % BLEU scores (S1)

® Clear partitioning of translation pairs by language family pairs, based on
translation accuracy.

— Shared characteristics within language families make translation simpler
— Divergences among language families make translation difficult
(Anoop Kunchukuttan, Abhijit Mishra, Pushpak Bhattacharyya, LREC 2014)



