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1-slide recap of week of 2nd Sep

 Language Divergence- Structural and Lexico-

semantic

 Development of BLEU Score

 Another competing metric: Recall Oriented-

Rouge score

 The need for probability: Bridge Problem



Bias Detection and Mitigation



Some contents in this presentation might be offensive or upsetting. 

It is unavoidable owing to the nature of the work.
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Which word is more likely to be used by a female ?

[1] Analyzing Biases in Human Perception of User Age and Gender from Text, Lucie et al., ACL 2016

Giggle – Laugh
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Which word is more likely to be used by a female ?

[1] Analyzing Biases in Human Perception of User Age and Gender from Text, Lucie et al., ACL 2016

Giggle – Laugh
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Which word is more likely to be used by a female ?

[1] Analyzing Biases in Human Perception of User Age and Gender from Text, Lucie et al., ACL 2016

Okay – Nice
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Which word is more likely to be used by a female ?

[1] Analyzing Biases in Human Perception of User Age and Gender from Text, Lucie et al., ACL 2016

Okay – Nice
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Which word is more likely to be used by an older person ?

[1] Analyzing Biases in Human Perception of User Age and Gender from Text, Lucie et al., ACL 2016

Impressive – Amazing
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Which word is more likely to be used by an older person ?

[1] Analyzing Biases in Human Perception of User Age and Gender from Text, Lucie et al., ACL 2016

Impressive – Amazing
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Cognitive Bias
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How do we make decisions?
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System 1

automatic

fast

parallel

automatic

effortless

associative

slow-learning

System 2

effortful

slow

serial

controlled

effort-filled

rule-governed

flexible

Our brains are evolutionarily hard-wired to store learned information for rapid 

retrieval and automatic judgments. Over 95% of cognition is relegated to the 

System 1 “automatic.”

[1] Kahneman & Tversky 1973, 1974, 2002
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https://en.wikipedia.org/wiki/List_of_cognitive_biases

https://en.wikipedia.org/wiki/List_of_cognitive_biases


How to Recognize biases in Language 

Technologies ?
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Implicit Association Test (IAT)1

Category Items

Good Spectacular, Appealing, Love, Triumph, Joyous, Fabulous, Excitement, Excellent

Bad Angry, Disgust, Rotten, Selfish, Abuse, Dirty, Hatred, Ugly

African Americans

European Americans
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[1] Measuring individual differences in implicit cognition: The implicit association test, Journal of Personality and Social Psychology 1998



Implicit Association Test
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[1] Measuring individual differences in implicit cognition: The implicit association test, Journal of Personality and Social Psychology 1998



European 

Americans

or

GOOD

Spectacular

African 

Americans

or

BAD

Implicit Association Test
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[1] Measuring individual differences in implicit cognition: The implicit association test, Journal of Personality and Social Psychology 1998
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[1] Measuring individual differences in implicit cognition: The implicit association test, Journal of Personality and Social Psychology 1998
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Implicit Association Test
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[1] Measuring individual differences in implicit cognition: The implicit association test, Journal of Personality and Social Psychology 1998



Implicit Association Test

● The IAT involves making repeated judgments (by pressing a key on a 

keyboard) to label words or images that pertain to one of two categories 

presented simultaneously (e.g., categorizing pictures of African American or 

European American and categorizing positive/negative adjectives). 

● The test compares response times when different pairs of categories share a 

response key on keyboard 

(e.g., African American + GOOD vs African American + BAD vs              

European American + GOOD vs European American + BAD )

21

[1] Measuring individual differences in implicit cognition: The implicit association test, Journal of Personality and Social Psychology 1998
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● Bias in statistics and ML

○ Bias of an estimator: Difference between the predictions and the 

true values that we are trying to predict 

○ To be precise, difference between the parameter to be estimated 

and the mathematical expectation of the estimator.

○ The “bias" term b (e.g., y = mx + b) 
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● In a Bayesian framework, the prior P(X) serves as a bias: the 

expectation or base-rate we should have for something before we see 

any further evidence.
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● Bias in Social Context: Bias refers to being in favour or against/ 

preference or prejudice towards certain individuals, groups or communities 

based on their social identity (i.e., race, gender, religion etc.)

○ It reduces the time to take a decision.

○ Bias is an individual preference.

○ It can be either positive or negative.

○ Example : If you hire Asian for a job that has also an equally qualified 

black applicant, because you think blacks are not as smart as Asians, 

this is a bias
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● “Bias is a skew that creates harm” to a particular group. (Kate Crawford, NiPS, 2017)

○ Allocational Harm: Allocative harm is when a system allocates or withholds certain groups 

an opportunity or resource. It affects quality of service.

■ Hiring Situations

■ College Admissions

■ Loan Applications

○ Representational Harm: When systems reinforce the subordination of certain groups along 

the lines of identity like race, class, gender etc., they cause representative harm.

■ It represents society

■ Gives sense of fair vs. unfair, right vs. wrong etc.

■ Translation systems always assigning male gender for doctor profession as opposed to 

female for nurse.

■ Due to, a) Under representation, b) Stereotyping

* https://machinesgonewrong.com/bias_i/
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Biases in Large Language Models

● LLMs, with their larger model size and expansive training 

datasets, are equipped to handle new and complex tasks. 

Yet, this capability also introduces unique biases that 

were not evident in prior models.

Source: https://twitter.com/janbhwilhelm/status/1599522255775539205 Source: https://twitter.com/spiantado/status/1599462396317556737
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Heterogeneous 

view of bias in 

pre-trained 

language models

[1] Towards an Enhanced Understanding of Bias in Pre-trained Neural Language Models: A Survey with Special Emphasis on Affective Bias, ICDSE 

2021



Social biases in data, algorithms, and applications

Systematic and unfair discrimination of individuals or social groups

● gender, race, disability, age, sexual orientation, culture, class, poverty, 

language, religion, national origin, etc.

Bias in data

● historical bias, representation bias, sampling bias, bias in annotations

Bias in technology 

● bias in core algorithms/models and end user applications → biased outputs

● bias in data + ML models → bias amplification
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Bias in Data

● Biased data distribution

○ due to historical/representation/selection bias in data some populations 

are underrepresented or omitted from data

● Biased annotations

○ biased samples for annotation

○ biased annotation scheme 

○ biased annotator judgements

○ skewed annotator population

● Biased language 

○ conversational domain

○ narratives
Source: Link

30

[1] Multimodal datasets: misogyny, pornography, and malignant stereotypes,  Birhane and Prabhu et al., 2021

https://ai.googleblog.com/2018/09/introducing-inclusive-images-competition.html


Bias in data
● Selection Bias: Selection does not reflect a random sample.

● Men are over-represented in web-based news articles (Jia, Lansdall-Welfare, and Cristianini 2015)

● Men are over-represented in twitter conversations (Garcia, Weber, and Garimella 2014)

● Gender bias in Wikipedia and Britannica (Reagle & Rhuee 2011)

“Although neural networks might be said to write their own programs, they do so towards goals set by

humans, using data collected for human purposes. If the data is skewed, even by accident, the computers

will amplify injustice.” — The Guardian (Link)
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[1] Tutorial: Bias and Fairness in Natural Language Processing, EMNLP, 2021

https://www.theguardian.com/commentisfree/2016/oct/23/the-guardian-view-on-machine-learning-people-must-decide


Bias Amplification: Imsitu Visual Semantic 

Role Labeling (vSRL)

32
Zhao et. al.

[1] Men Also Like Shopping: Reducing Gender Bias Amplification using Corpus-level Constraints, Zhao et al., 2017



Dataset gender bias (cooking profession)
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Zhao et. al.

[1] Men Also Like Shopping: Reducing Gender Bias Amplification using Corpus-level Constraints, Zhao et al., 2017



Model bias after training
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Zhao et. al.

[1] Men Also Like Shopping: Reducing Gender Bias Amplification using Corpus-level Constraints, Zhao et al., 2017



Bias in NLP Pipeline...
● Biases from model architecture: For autocomplete generation, Vig et al. (2020) analyze 

GPT-2 variants through a causal mediation analysis, finding that larger models contain 

more gender bias, and bias tends to be concentrated in a small number of neurons and 

attention heads

● Biases from decoding methods: In an experiment for autocomplete generations from 

GPT, GPT-2, and XLNet, using the decoding techniques, it is found that beam search is 

least biased than other techniques like greedy search, top-k sampling, nucleus sampling.

● Biases from Evaluation: Using perplexity as measured by models pre-trained on datasets 

largely containing non-AAE text leads to an unfair evaluation of AAE text.

● Biases from Deployment systems : Many deployed language technologies require 

internet access both to use and contribute feedback, thus favoring the views and 

languages of those privileged with this access.
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Social Bias and Its Prevalence 

in Different Domains
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Foundations: Terminology and Definitions

Social bias is the problem of being in favour of or against certain

individuals, groups or communities based on their social identity (i.e.,

race, gender, religion etc.).

Social Bias can occur:

● Due to stereotype

Example: My dad knew a physicist. They are usually nerdy 

and boring people.

● As an opinionated  statement

Example: I hate everything south of Virginia

37



Formalizing Bias
Bias is defined as quintuple < S, L, T, C, R > where1

● S is the communicator (author having a communicative intent)

● L is the communicatee (audience, reader who receives the communicative 

content)

● T is the target of the bias (targeted towards whom)

● C is the category of bias (bias category)

● R is the reason for bias

38

<S, L, T, C, R> KIRSTY: She's so damn ... English. STEVE: Meaning what?

Communicator Script writer

Communicatee Movie Audience, Reader

Target English People

Bias Category Race

Reason British people are known to be an overly controlled community

[1] Hollywood Identity Bias Dataset: A Context Oriented Bias Analysis of Movie Dialogues  (Singh et al., LREC 2022)



Stereotype

An overgeneralized belief about a particular section of

population or community

.

Example:     

● Some asians are good at maths. (Fact = existential 

statement)

● All asians are  good at maths.(Stereotype = over 

generalized universal statement)

● Asians are good at maths as compared to Americans.

(Bias =  opinionated)

39

[1] Hollywood Identity Bias Dataset: A Context Oriented Bias Analysis of Movie Dialogues  (Singh et al., LREC 2022)



Formalizing Stereotype

When an existential quantifier is overly generalized to 
Universal quantifier

Example: 
● Some white men can’t dance (existential statement)
● White men can’t dance (over generalized universal statement)

40



Types of Social Biases…

1. Gender bias : Prejudice towards or against one gender 

over the other. Relates to gendered role, societal 

perception and sexist remarks. Binary in nature.
○ Example : It was a very important discovery, one you wouldn’t expect 

from a female astrophysicist

1. Race bias: Prejudice against or towards a group of 

people having common physical traits, common origins, 

language etc. It is related to dialect, color, appearance, 

regional or societal perception.
○ Example : You are just like all the other African American voodoo 

women, practicing with mumbo Jumbo nonsense

41



Social Identities

Linguistic

Regional

Caste/Sub-caste

ReligiousOccupational

Gender/Sexuality

Tribal/Ethnic/Historical

Physical Abilities

Age
Modern

Various Internet 

Subcultures
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Sensitivity

● It is a property of a statement targeted towards 
○ an individual or a group belonging to a section that is vulnerable 

due to identity such as race, religion, occupation, sexual identity etc. 

○ Loaded with potential tension which might lead to aggression..

○ It always bear a negative sentiment.

○ Sensitivity encompasses an array of terminologies such as hate, 

offensive and abusive text targeted towards an identity. 

● Example: “The church is a racket. I know how they 

operate.”

(Sensitive statement against christianity )
43

[1] Hollywood Identity Bias Dataset: A Context Oriented Bias Analysis of Movie Dialogues  (Singh et al., LREC 2022)



Why Social Bias Detection is difficult? ( 1/2)

● Complex phenomenon which is volatile according to 

different socio-politico-economic context.

● Heavily dependent on the societal structure of the 

corresponding time period.
○ *nigger* in the US :1520’s - 1860’s nigger was accepted term due to 

slavery system.  Since 1870’s amendment in US constitution, it became 

a racist term

○ Women empowerment in Indian context

44

[1] Hollywood Identity Bias Dataset: A Context Oriented Bias Analysis of Movie Dialogues  (Singh et al., LREC 2022)



Why Social Bias Detection is difficult? (2/2)

● Biased statement from a sub-group towards another within the realm 

of broader community. 
e.g. EX is a well- tanned WASPy (White Anglo-Saxon Protestent) jackass 

with a room-temperature IQ who probably got this job from his daddy's 
country club connections; Religion Bias, Protestant-Christian

● Considering state-of-the art ML techniques, it is highly challenging to 

capture these ever changing and different societal context.
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[1] Hollywood Identity Bias Dataset: A Context Oriented Bias Analysis of Movie Dialogues  (Singh et al., LREC 2022)
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Bias in Word Embeddings

[1] Bolukbasi et al; Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings. NeurIPS 2016

a:b :: c: __ d

Man:woman :: king queen

India:Delhi :: France paris

strong :stronger :: sharp sharper

But …

a:b :: c: __ d

Man:surgeon :: woman nurse

man:professor :: woman Associate professor

man:programmer :: woman homemaker
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WEAT Implicit Association Test

● WEAT : Word Embedding Association Test

● X = {man, male, …} (definitionally male words) 

● Y = {woman, female, …} (definitionally female words) 

● A = {programmer, engineer, scientist, …} (stereotypical male professions) 

● B = {nurse, teacher, librarian, …} (stereotypical female professions)

[1] Caliskan et al; Semantics derived automatically from language corpora contain human like biases. Science 2017
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And Many Other ...

● Embedding Coherence Test ( Attenuating Bias in Word Vectors, Dev et al, 2019)

● Mean Average Cosine Similarity ( Black is to Criminal as Caucasian is to Police: 

Detecting and Removing Multiclass Bias in Word Embeddings. Manzini et al, 2019 )

● Sentence Embedding Association Test ( On Measuring Social Biases in Sentence 

Encoders, May et al, 2019 )

Reason:

If word embeddings capture distributional information from corpora… … 

and corpora possess societal stereotypes, 

then the trained word embeddings may encode these stereotypes

51
For more such metrics, refer “Bias and Fairness in Large Language Models: A Survey”



Problem: severe racial bias in hate speech 

detection

Wassup, n*gga? Wassup, bro? 

87%4%

PerspectiveAPI

TOXICITY
PerspectiveAPI

TOXICITY

Toxicity ML model trained on
text-only annotations

Wassup, 
n*gga? 

[1] The Risk of Racial Bias in Hate Speech Detection, Sap et al, 2021

[2] https://www.perspectiveapi.com/
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How are ML models affected by racial bias in 

datasets?

●Train/test two different classifiers
○ TWT-HATEBASE (Davidson et al, 2017)

○ TWT-BOOTSTRAP (Founta et al., 2018)

●Rates of false flagging of toxicity
○ Broken down by dialect group on heldout 

set

Predictions by both classifiers 
biased against AAE tweets

53

[1] The Risk of Racial Bias in Hate Speech Detection, Sap et al, 2021



Detection through Datasets
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Hindi Social Bias Dataset

Identification of Social Bias in Four 

different Languages (Hindi, English, 

Italian, Korean).

Input: Social Media post in one of the four languages

Output: Bias or, Neutral

55

[1] With Prejudice to None: A Few-Shot, Multilingual Transfer Learning Approach to Detect Social Bias in Low Resource Languages. Sahoo et al., 2023



Our Contributions

• Hindi Social Bias Dataset

• A new social bias detection dataset in Hindi with ~9k instances, along with an 

accompanying annotation guideline which will be a valuable resource for 

researchers studying social bias detection in low-resource languages.

• The dataset is annotated for  (i) binary bias labels (bias/neutral), (ii) binary labels 

for sentiment (positive/negative), (iii) target groups for each bias category, and 

(iv) rationale for annotated bias labels (a short piece of text).

• Identification of social bias in text across four languages (e.g., Hindi, English, Italian, 

and Korean) using multilingual transfer learning.

• Baseline experiments as useful benchmarks for future research on social bias 

detection in Hindi and other languages.

56

[1] With Prejudice to None: A Few-Shot, Multilingual Transfer Learning Approach to Detect Social Bias in Low Resource Languages. Sahoo et al., 2023



Few-shot MTL is efficient:

Macro F1 scores on the test set of three target languages Hindi, Korean and Italian for different values of N, the number of 

training examples in the few-shot setting. The label XLM_L represents the monolingual fine-tuning of XLM with the data of a 

target language L (Hindi/Korean/Italian; call this L-pretraining). XLM_ENG_L, on the other hand, represents sequential fine-

tuning, first with ENG data and then with L data. Notice the impact of sequential pre-training. GIVEN a desired F1-score, 

the data requirement reduces compared to L-pretraining, and GIVEN a fixed amount of training data, the F1-score is 

pushed up.

57

[1] With Prejudice to None: A Few-Shot, Multilingual Transfer Learning Approach to Detect Social Bias in Low Resource Languages. Sahoo et al., 2023



Extraction of Social Bias from Toxic Language 

Datasets

58



Problem Statement

● Problem: Detection of Social Biases (race, gender, religion, political, 

LGBTQ) from toxic language datasets.

● Input: Social Media post in English

● Output: 

○ Binary relevance for bias detection (bias vs neutral)

○ Multi-class bias category detection

59

[1] Detecting Unintended Social Bias in Toxic Language Datasets. Sahoo et al., CoNLL 2022
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● Data Methods: 

○ Existing datasets to study biases in translation include parallel sentences tagged with 

speaker or subject gender information.

○ Balanced dataset to fine-tune or train the model to lessen the effects of the model relying on 

spurious correlations between imbalanced data and task performance.

● Training Methods:

○ There are methods who rely on regularization / adversarial training / debiased word 

embedding.

○ But trying to mitigate bias by using these training methods can be costly if we find new kind 

of biases.

61

Ideas for debiasing: Data Augmentation



Neutralize

Remove the gender subspace from gender 

neutral words

Equalize

Maintain the distance of gender specific 

words from gender neutral words

Soften

Maintain the distance between gender 

specific words as in the original embedding 

space

Credit: Medium

Bolukbasi et al; Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings. NeurIPS 2016

Gender specific words: Father, mother, boy, girl, etc..

Gender neutral words : doctor, nurse, engineer, etc..

62

Debiasing by Post Processing Representations: 

Principles

https://medium.com/analytics-vidhya/when-word-embeddings-go-berserk-aa43ca927611


● Linear Projection

○ Attenuating Bias in Word Vectors, Dev and Phillips, 2019

● Iterative Null Space Projection (INLP)

○ Null It Out: Guarding Protected Attributes by Iterative Nullspace Projection, 

Ravfogel et al, 2020

● Orthogonal Subspace Correction and Rectification (OSCaR)

○ OSCaR: Orthogonal Subspace Correction and Rectification of Biases in 

Word Embeddings, Dev et al, 2021

63

Debiasing by Post Processing Representations: 

Methods

For more mitigation strategies, refer “Bias and Fairness in Large Language Models: A Survey”
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Bias Benchmarking datasets

● Bias benchmarking datasets and metrics for bias quantification are closely 

interlinked.

● The underlying data structure of the bias benchmark assumed by a metric is a 

critical consideration for selection of a metric to measure bias.

● For example:

○ Several bias metrics that can work with any arbitrary dataset as long as they 

consist of sentence pairs where one of the sentences in the pair is biased in 

some way and the other is not (or considered less biased).
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Benchmarks to Detect Bias in LLMs

StereoSet: Measuring stereotypical bias in pretrained language models

CrowS-Pairs: A Challenge Dataset for Measuring Social Biases 

in Masked Language Models
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IndiBias (Sahoo et al. 2024)
● Target Social Groups: Age, Disability, Gender (Identity), Physical Appearance, Occupation, as well 

as Intersectional biases along gender-religion, gender-age, and gender-caste axes.

● Languages: English and Hindi

● Focus on multilingual bias measurement and intersectional bias measurement in Indian context.

67[1] IndiBias: A Benchmark Dataset to Measure Social Biases in Language Models for Indian Context. Sahoo et al., NAACL 2024



Motivation 

Bias Benchmarks Indian Context

★ Bias benchmarking datasets provide a

standardized way to evaluate the presence

and extent of biases in LLMs.

★ These datasets help in identifying specific

biases that may exist in language models,

such as gender, racial, or religion biases.

★ Existing datasets have drawbacks and are

unreliable (Blodgett et al., 2021)1.

★ Existing benchmarks focus on English and

Western contexts.

★ India is a country with many different

languages, religions, castes, and regional

identities.

★ Capturing and evaluating biases in

language models tailored to India's diverse

socio-cultural nuances.

[1] Stereotyping Norwegian Salmon: An Inventory of Pitfalls in Fairness Benchmark Datasets (Blodgett et al., ACL-IJCNLP 2021)

68

Need of more 

multilingual, 

multicultural bias 

benchmarking datasets 

for holistic evaluation 

…

https://aclanthology.org/2021.acl-long.81
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Bias in Machine Translation

[1]  Accessed Google translate on 23/12/2023

[2] Assessing Gender Bias in Machine Translation – A Case Study with Google Translate , Prates et al, 2019
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Bias in Machine Translation

71Image Source: Evaluating Gender Bias in Machine Translation . Gabriel et al.



Bias in Machine Translation

72
Image Source: ChatGPT Perpetuates Gender Bias in Machine Translation and Ignores Non-Gendered Pronouns: Findings across Bengali and Five other Low-

Resource Languages . Sourojit et al., AIES 2023

Examples of ChatGPT assigning the male English pronoun 

‘He’ to the occupations engineer, mechanic, and pilot (from 

top to bottom). 

Examples of ChatGPT assigning the female English 

pronoun ‘She’ to the occupations nurse, therapist and 

assistant (from top to bottom).



Linguistic Encoding of Gender

73

● Genderless languages:
○ Gender-specific words or phrases are at its minimum

○ Eg: Finnish, Turkish

● Notional gender languages:
○ On top of lexical gender (mom/dad), such languages display a system of 

pronominal gender (she/he, her/him)

○ Eg: English, Danish

● Grammatical gender languages:
○ In these languages, each noun pertains to a class such as masculine, feminine, 

and neuter (if present).

○ Grammatical gender is defined by a system of morphosyntactic agreement, where 

several parts of speech beside the noun (e.g., verbs, determiners, adjectives) 

carry gender inflections.

○ Eg: Arabic, Spanish, Hindi

[1] Gender Bias in Machine Translation. Savoldi et al., TACL 2021



Linguistic Encoding of Gender

74

● Example: English-Turkish
○ He/She is a good friend - O iyi bir arkadas

● Example: English-Spanish
○ He/She is a good friend - El/la es un/a buen/a amigo/a

● Use of neo-pronouns in English in terms of singular they. 

(Bradley et al., 2019)

● Several gender differences at lexical-syntactic level
○ Women more reply on phrases “it seems that”, “in order to”, etc. (Mulac 

et al., 2001)

○ However, these uses are not universal

[1] Gender Bias in Machine Translation. Savoldi et al., TACL 2021



Scenario: Annotation Challenge
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Consider that a document is being translated manually 

and there is no explicit mention of gender of the main 

character.



Mitigation of Gender bias in MT

76

● Gender tagging:
○ Prepend each sentence or with M/F/U tags during training (possibly, 

inference)

Image Source: Mitigating Gender Bias in Machine Translation with Target Gender Annotations . Arturs et al., WMT 2020



Mitigation of Gender bias in MT

77

● Addition of external context

● Debiased word embedding

● Balanced fine-tuning

( Examples of Google Translate’s output for different sentences in the WinoMT corpus. Words 

in blue, red, and orange indicate male, female and neutral entities, respectively. )

Image Source: Evaluating Gender Bias in Machine Translation . Gabriel et al.



UI design decisions: Debiasing can only take so far in 

case of ambiguity

https://ai.googleblog.com/2018/12/providing-gender-specific-translations.html

78

https://ai.googleblog.com/2018/12/providing-gender-specific-translations.html


Summary

● We covered:
○ Source of biases in data and LLMs.

○ Bias definition from different perspectives

○ Difference between bias and stereotypes

○ Various approaches for bias detection and mitigation

○ Need for benchmarking for measuring such biases and different 

datasets.
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Test of hypothesis

Terminology



A Practical Problem

• A bridge is being built. The weight it 

can tolerate has a distribution with 

μ=400 and σ=40. A car that goes on 

the bridge has weight distribution 

given by μ=3 and σ=0.3. We want the 

probability of damage to the bridge to 

be less than 0.1. How many cars can 

we allow to go on the bridge?



When does the bridge break?

Wtotal > Wtolerance



Deterministic

• Damage if

3N=400

⇒ N=133



Deterministic, but with bounds (1/2)

• Strongest bridge and lightest car

• Bridge withstand 440 and car weight 

2.7

• Most liberal situation also most risky!

ceiling (2.7N=440)

⇒ N=163 !!



Deterministic, but with bounds (2/2)

• Weakest bridge and heaviest car

• Bridge withstand 360 and car weight 

3.3

• Most conservative situation and safest

• But resource wise most inefficient!!

floor(3.3N=360)

⇒ N=109 !!



Lets look at these numbers for a 

while

• Most liberal, 163 nos.

• Most conservative, 109 nos.

• What should be the ACTUAL NO. of 

cars to be allowed?

• This is an OBJECTIVE DECISION

• A precise no. has to be allowed

• How much is that?



Depends on the priority: safety the 

only consideration

• As an Administrator, I want to PLAY 

VERY SAFE

• No risk

• Then only 109 cars

• Bridge will never break

• I am safe



Point of view and priority: earning 

first, throughput first, efficiency first

• I want to have maximum utilization of 

the bridge

• Maximum earning from toll

• Maximum movement across river

• Maximum economic activity

• Maximum interaction

• People happy 



But risk is higher!

• The bridge will VERY LIKELY cross 

the tolerance limit

• Bridge breaks

• Lives lost

• Property damaged

• People unhappy 



Relate to covid-19 situation?

• Yes

• Do not go out

• Do not interact

• Very safe

• But no economic and social activity

• How to sustain?

• How to break monotony



Need balance, sweet spot is 

somewhere in between, MIDDLE 

PATH



How to get the sweet spot? The 

middle path?

• Answer

PROBABILITY



Back to the bridge

• MOO: Multi-objective Optimization

• Many objectives to be satisfied

– Safety

– Utilization of facility

– Earning

– People satisfaction

– Etc.



Bring in probability

• #cars = N

• Each car’s weight is normal with μ=3

and σ=0.3

• Invoke Central Limit Theorem



Apply CLT

• By central limit theorem, the sum of 

Gaussian Random Variables is 

Gaussian with mean and variance 

being sums of individual means and 

variances

⇒

total weight of N cars is normal 

with μ=3N and σ2=0.09N



Wtolerance looks like this…

μ=400 and σ=40



We allow some risk

• Bridge is damaged when

• Wtotal > Wtolerance

• i.e., Wtotal - Wtolerance > 0



Allowing Risk…

• Why allow risk?

• Remember 109 cars will be 

completely safe

• But that will not utilize the 

RESOURCE optimally

• Allow more cars

• Take some RISK



RISK-RESOURCE

Trade Off

• We want to take some risk

• To utilize resource optimally

• But guarantee that the RISK is NOT 

TOO MUCH!!

• What instrument do we have?

PROBABILITY



We want

• What no. of cars will cause the 

probability to exceed 0.1?

Probability(Wtotal-Wtolerance) > 0.1

LHS is a function of N

Wtotal is a function of N by CLT



Meaning of 

Probability(Wtotal-Wtolerance) > 0.1

• Let Nunsafe be the limit on the number 

of cars allowed on the bridge

• Out of 1000 cases of the bridge 

allowing Nunsafe cars to pass over it, 

in more  than 10 cases the bridge will 

break 



Range of Nunsafe

109 <= Nsafe <= 163

Min Risk

Min utilization

Max utilization

Max Risk



Bring N, the number of cars in 

picture

• Central Limit Theorem applied again

• Wtotal – Wtolerance is a random variable

• Follows Normal Distribution

• Mean= 3N-400

• Variance= 0.09N+1600



Convert to Standard Normal Form
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We want this event…
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When will this Probability exceed 

0.1

1.0
160009.0

)4003(
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Solving this gives N <= 117

How? 



Use Standard Normal Form Table
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V=1.28, consulting the table



V=1.28



Get N from…

N

N

09.01600

)4003(
28.1






N= ~117



Summary

If we allow more than 117 cars on 

the bridge, then in 10 out 1000 

such cases the BRIDGE WILL 

BREAK!!


