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1-slide recap of week of 7th Oct
 Bias: < S, L, T, C, R >

 Stereotyping 

 Bias types

 Role of probability: the bridge problem- deterministic 

(conservative, liberal); probabilistic

Linguistic

Regional

Caste/Sub-caste

Religious
Occupational

Gender/Sexuality

Tribal/Ethnic/Historical

Physical Abilities

Age
Modern

Various Internet 

Subcultures



How to read the Z-score Table



A Practical Problem

• A bridge is being built. The weight it 

can tolerate has a distribution with 

μ=400 and σ=40. A car that goes on 

the bridge has weight distribution 

given by μ=3 and σ=0.3. We want the 

probability of damage to the bridge to 

be less than 0.1. How many cars can 

we allow to go on the bridge?



We want

What no. of cars will cause the damage 

probability to exceed 0.1?

Probability[(Wtotal-Wtolerance)>0] > 0.1

LHS is a function of N

Wtotal is normal by CLT, with μ=3N and 

σ2=0.09N



Convert to Standard Normal Form
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We want this event…
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When will this Probability exceed 

0.1

1.0
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Solving this gives N <= 117

How? 



V=1.29



Get N from…
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N= ~117



Use the rows and cols in z-score 

table

The value in any cell gives the area under the 

standard normal curve from minus infinity to a 

value V of Z

V is obtained by ADDING the column heading for 

the cell to the decimal part of the row heading of 

the cell

For example, the value of 0.9015 is obtained for 

the row:1.2 and col:0.09, i.e., for Z=1.29



Terminology for Test of 

hypothesis

Terminology



Null and Alternative Hypothesis

• H0: Null Hypothesis  the hypothesis 

we want to reject with observation

• HA or H1: Alternative Hypothesis 

opposite of H0

• We use the sample statistics, trying 

to reject H0



Type I and Type II error

• Type I: incorrectly reject H0, when it 

should have been accepted.

• Type II: incorrectly accept H0 when it 

should have been rejected.



More on H0

• The data would be unlikely to occur if 

the null hypothesis were true.

• In logical form:

NH   |- ~D

• Where NH is the proposition “null 

hypothesis true” and D is the 

proposition “Data occurs”



Showing the methodology with a 

“coin toss” example



The setting

• A coin is tossed 100 time; there are 70 

Heads

• H0: coin is unbiased, i.e., p=0.5 (p is the 

parameter= probability of Head)

• Obviously, the null hypothesis is false

• How to show this?



Use normal approximation 

• The approximating normal distribution has 

mean=Np=100 X 0.5= 50 (>5)

• Standard deviation= sqrt[Np(1-

p)]=sqrt(100 X 0.5 X 0.5)=sqrt(25)=5

• Z=(X-50)/5



X=70

• Z=(70-50)/5=20/5=4



X=70 cntd.

• 4>1.96; falls outside 95% confidence 

interval

• 4>2.58; falls outside 99% confidence 

interval



What is the probability of the 

observation?

• Actual value, P(X=70)= 0.570 X 0.530

• By Z-score method:

• P(X=70)=P(69.5<=X<=70.5)

• P[(69.5-50)/5<=Z<=(70.5-50)/5]

• =P(3.9<=Z<=4.1)

• =Z4.1-Z3.9

• Very small!

• P(X) is called the p-value



Read the Z-score table



X=60

• Z=(60-50)/5=10/5=2; can reject for 95% 

CI, but not for 99%



X=55

• Z=(55-50)/5=5/5=1; cannot reject under 

95% CI



P-values for X=60

• Actual value, P(X=60)= 0.560 X 0.540

• P(X=55)= 0.555 X 0.545

• By Z-score method:

• P(X=60)=P(59.5<=X<=61.5)

• P[(59.5-50)/5<=Z<=(60.5-50)/5]

• =P(1.9<=Z<=2.1)

• =Z2.1-Z1.9

• =0.9821-0.9713=0.0108=0.01<0.05



P-values for X=55

• Actual value, P(X=55)= 0.555 X 0.545

• By Z-score method:

• P(X=55)=P(54.5<=X<=55.5)

• P[(54.5-50)/5<=Z<=(55.5-50)/5]

• =P(0.9<=Z<=1.1)

• =Z1.1-Z0.9

• =0.8643-0.8159=0.04 approx



Hypothesis testing through 

triangulation

H0

Observation Data (Reality or 

experimental data)

Confidence Interval

(1 - 𝜶)



Digression: Hypothesis Testing in 

Logic

Using Predicate Calculus



Himalayan Club example

• Introduction through an example (Zohar Manna, 1974):

– Problem: A, B and C belong to the Himalayan club. 
Every member in the club is either a mountain 
climber or a skier or both. A likes whatever B dislikes 
and dislikes whatever B likes. A likes rain and snow. 
No mountain climber likes rain. Every skier likes 
snow. Is there a member who is a mountain climber 
and not a skier?

• Given knowledge has: 

– Facts

– Rules



Example contd.

• Let mc denote mountain climber and sk denotes skier. Knowledge 
representation in the given problem is as follows:
1. member(A)

2. member(B)

3. member(C)

4. ∀x[member(x) → (mc(x) ∨ sk(x))]

5. ∀x[mc(x) → ~like(x,rain)]

6. ∀x[sk(x) → like(x, snow)]

7. ∀x[like(B, x) → ~like(A, x)]

8. ∀x[~like(B, x) → like(A, x)]

9. like(A, rain)

10. like(A, snow)

11. Question: ∃x[member(x) ∧ mc(x) ∧ ~sk(x)]

• We have to infer the 11th expression from the given 10. 

• Done through Resolution Refutation.



Club example: Inferencing
1. member(A)

2. member(B)

3. member(C)

4.

– Can be written as 

–

5.

–

6.

–

7.

–

))]()(()([ xskxmcxmemberx 

))]()(()([ xskxmcxmember 
)()()(~ xskxmcxmember 

)],()([ snowxlkxskx 

),()(~ snowxlkxsk 

)],(~)([ rainxlkxmcx 

),(~)(~ rainxlkxmc 

)],(~),([ xBlkxAlikex 

),(~),(~ xBlkxAlike 



8.

–

9.

10.

11.

– Negate–

)],(),([~ xBlkxAlkx 

),(),( xBlkxAlk 

),( rainAlk

),( snowAlk

)](~)()([ xskxmcxmemberx 

)]()(~)([~ xskxmcxmemberx 



• Now standardize the variables apart 

which results in the following
1. member(A)

2. member(B)

3. member(C)

4.

5.

6.

7.

8.

9.

10.

11.

)()()(~ 111 xskxmcxmember 

),()(~ 22 snowxlkxsk 

),(~)(~ 33 rainxlkxmc 

),(~),(~ 44 xBlkxAlike 

),(),( 55 xBlkxAlk 

),( rainAlk

),( snowAlk

)()(~)(~ 666 xskxmcxmember 



),(~),(~ 44 xBlkxAlike  ),( snowAlk

),(~ snowBlk ),()(~ 22 snowxlkxsk 

)()()(~ 111 xskxmcxmember )(~ Bsk

)()(~ BmcBmember  )(Bmember

)(Bmc)()(~)(~ 666 xskxmcxmember 

)()(~ BskBmember  )(~ Bsk

)(~ Bmember )(Bmember

7

10

12 5

13 4

14 2

11

15

16 13

17 2



Null Hypothesis: H0

• H0: The club does NOT have any member 

that is a mountain climber (MC) and not a 

skier (SK) 

• Key question: Under H0, is the 

observation valid?

• In other words: is the hypothesis 

consistent with the data?



Methodology

• If Hypothesis not consistent with 

data, hypothesis must be rejected

• Data cannot be rejected

• Data is GOLD! 



Data for Himalayan Club Example

(1) A, B and C belong to the Himalayan club. 

(2) Every member in the club is either a mountain 

climber or a skier or both. 

(3) A likes whatever B dislikes and 

(4) dislikes whatever B likes. 

(5) A likes rain and snow. 

(6) No mountain climber likes rain. 

(7) Every skier likes snow



Null Hypothesis for Himalayan Club 

Example

• H0: There is NOT a single member 

who is a mountain climber and not a 

skier

• H0 inconsistent with data

• So must be rejected

• Methodology: Logical Inferencing-

Resolution-Refutation



Interval Estimate



Sample Mean and Population 

Mean

• X1, X2, X3, …, Xn is a sample from a 

normal distribution having unknown 

mean μ and known variance σ2.

• Maximum likelihood point estimator 

of μ is 

n

X

X

n

i

i




 1



ത𝑋

• We know that ത𝑋 is normally 

distributed with mean μ and known 

standard deviation σ/ 𝑛

• So the following is standard normal 

distribution:

n

X








95% confidence interval
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A Manufacturing situation

Suppose that a machine part manufacturer has made

parts with the dimensions as given below:

(a) 9 pieces of the machine part

(b) dimensions are respectively

5, 8.5, 12, 15, 7, 9, 7.5, 6.5, 10.5

Suppose somehow it is known that IF the parts could

be measured on the whole population sample by

sample, the variance of the measurement of

dimensions would be 4

(artificial? Yes, but useful for concept building)



95% confidence interval for μ

5+8.5+12+15+7+9+7.5+6.5+10.5=81

ത𝑋=81/9=9

It follows that under the assumption 

that the values are independent, a 95% 

confidence interval for μ is

[9-1.96.(2/3), 9+1.96.(2/3)]

=(7.6, 10.31)



Interpretation of the observation

Based on the 

(a) observation (9 samples)

(b) knowledge obtained somehow 

that variance is 4

We reach the 95% confidence interval 

as (7.69, 10.31)



Qualitatively 

• If the manufacturer says, “I can 

ensure a part dim of 15”, we cannot 

trust!!

• If the maker says, “I assure dim of 

10”, we CAN trust

• Trust with 95% confidence



Two sided and one sided 

confidence intervals

• What we saw is 2 sided confidence 

interval

• Similarly, one sided upper and lower 

confidence intervals 



95% one sided intervals

• Upper

• Lower
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Type I and Type II error

• Type I: incorrectly reject H0, when it 

should have been accepted. H0 is 

actually true in the population

• Type II: incorrectly accept H0 when it 

should have been rejected. H0 is 

actually false in the population.



Type-I and Type-II errors: Always 

wrt Null Hypothesis H0

as per data

actual

ACCEPT REJECT

TRUE No Error Type- I error

(false –ve)

FALSE Type-II Error

(false +ve)

No Error



More on H0  

• Data: (a) All men are mortal, (b) 

Shakespeare is a man

• H0: Shakespeare is not mortal 

• Contradiction: Shakespeare is not a 

man

• Conclusion: Reject H0



A useful table

test-type (col)

vs. Two-Tail

1 sided to 

+inf 1 sided from -inf

Confidence 

Interval

(significance 

level)

90% (0.10) (- and +) 1.65 -1.28 to +inf -inf to +1.28

95% (0.05) (- and +) 1.96 -1.65 to +inf

-inf to +1.65

99% (0.01) (- and +) 2.58 -2.33 to +inf -inf to 2.33



2 sided 95% confidence interval

-1.28
-1.28



95% 1-sided confidence interval 

(from –inf)

1.65

0.05



95% 1-sided confidence interval (to 

+inf)

-1.65

-1.28



Illustration



Problem Statement: bottling of fluid

• A factory has a machine that- the 

factory claims- dispenses 80mL of 

fluid in a bottle. This needs to be 

tested. A sample of 40 bottles is 

taken. The average amount of fluid is 

78mL with standard deviation of 2.5. 

Verify the factory’s claim. 

https://www.youtube.com/watch?v=zJ8e_wAWUzE



Essential elements (1/n)

• Examine the problem carefully, read 

the problem statement again and 

again, discuss the issues threadbare

• 1. Formulate H0

• 2. Formulate HA

• 3. Decide confidence interval (usually 

90, 95 or 99%) this automatically 

fixes the significance level (0.10, 

0.05 or 0.01)



This sets the rule of the game, 

cannot change going forward !!



Essential elements (2/n)

• From H0 and HA, decide 2-sided 

or 1 sided test

– 2 sided for ‘=‘ or ‘≠’

– 1 sided for ‘>=’ or ‘=<‘

• Upper (right) for ‘>=’

• Lower (left) for ‘=<‘



Essential elements (3/n)

• Decide Z-test/T-test/F-test/ChiSquare

test

• If Z-test, Zc (critical value)=
+- 1.65 for 90% confidence interval, + 1.28 for upper 

90% confidence interval, - 1.28 for lower 90% 

confidence interval

+- 1.96 for 95% confidence interval, +1.65 for upper 

95% confidence interval, -1.65 for lower 95% 

confidence interval

+-2.58 for 99% confidence interval, +2.33 for upper 



2 sided 95% confidence interval

Region of rejection



1-sided confidence interval 

(upper/right)

1.65

Region of rejection



1-sided confidence interval 

(lower/left)

-1.65

Region of rejection



Essential elements (4/n)

• Under H0, determine test statistic 

from the data called OBSERVED

• For Z-test, Zo (observed) 

• If Zo is inside the “REJECT” region, 

reject H0

• Else cannot reject H0



Back to Illustration: bottling of fluid

• Claimed population mean, μ=80

• n=40, sample mean, μobs=78, sample 

standard deviation, σobs=2.5

• H0: μ=80

• HA: 3 options

– μ ≠ 80 (2-tailed or 2-sided test) 

– μ >= 80 (1-tailed Upper)

– μ <= 80 (1-tailed Lower)



2 sided 95% confidence interval

Region of rejection



2-tailed analysis

• Zc= +- 1.96

• Zobs=

• Falls in rejection region

.)(5

40

5.2

8078

approx

n

X














2 sided 95% confidence interval

Region of rejection

-5



Z-test based observation (2-tailed)

• -5<-1.96

• We reject the null hypothesis 

• The claim that the machine fills 

bottles with 80mL fluid is rejected 

based on the evidence



99% confidence interval

• -5 still in rejection region

• -5.0 < -2.58

• So for 99% confidence interval also 

the hypothesis is rejected



90% confidence interval

• -5 still in rejection region

• -5.0 < -1.28

• So for 90% confidence interval also 

the hypothesis is rejected



Another problem on HT



Problem statement

An NLP tool is built, which given a corpus 

of sentences, identifies the nouns and 

tags them as 1 and the rest of the words 

as 0. For example, given the sentence 

“Mumbai is a big city”, the tags produced 

are “Mumbai_1 is_0 a_0 big_0 city_1”. It 

is required to assess if the tool is doing 

anything better than random guessing. 



Binomial Distribution

Given that p is the probability of success, 

i.e., getting the correct tag, the probability 

of getting K correct tags in a corpus 

sample of N words can be modelled as a 

binominal distribution and its value is 

equal to NCKpK(1-p)N-K, where NCK

indicates N choose K



Mean and S.D. of Binomial 

Distribution

The mean and the standard deviation of 

the binomial distribution are respectively, 

Np and sqrt[Np(1-p)]



Normal approx. to Binomial

Now, it is known that binomial distribution 

can be approximated by normal 

distribution. The conditions for this are 

Np>5 and N(1-p)>5



Statement with 95% confidence

The NLP tool is given a corpus of 100 

words (consider punctuations also as 

words). The range of values of K (from 

part A) should lie in the range  from ___ to 

_____for us to be able to state that “the 

tool is doing random guessing with no 

preference for correct vs. incorrect tag, 

and I am 95% confident in my statement”.  

• Ans: from 41 to 59, both inclusive



Justification

mean=100 X 0.5=50, 

standard deviation=sqrt(100 X 0.5 X 

0.5)=5

Z=(X-50)/5 

Putting Z=-1.96 and +1.96 and taking the 

ceiling of lower value and floor of the 

upper value, we get the answer.


