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Machine Translation

« What is Machine Translation?

— Translation of a piece of text in one language into another through a

computer program.

— The target text should convey the exact meaning as the source text.

| am discussing Machine
Translation.

Source Text

_{

Machine
Translation
System

-

 Why do we need Machine Translation?

— To reduce/remove the language barrier.

« Who needs it?

— Communication, Travel, Entertainment, Administration, Education, Industry,

etc.
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Target Text




Paradigms of Machine Translation

Human effort

" N

Data hungry

v

RBMT — EBMT — SMT
— NMT

(Rule based machine translation) (Example based machine translation) (Statistical machine translation) (Neural machine translation)

Rules handmade by human expert — Rules by learning from data



Main Challenge of MT: Language
Divergence



Kinds of MT Systems

(point of entry from source to the target text)

Deep understanding level Ontological interlingua

Interlingual level Ol e Sema ntico-linguistic interlingua

SPA-structures (semantic

. v & predicate-argument)

Logico-semantic level

Mixing levels At Multilevel description

Multilevel transfer
Syntactico-functional level Svntactic transfer (deep) F-structures (functional)
Syntagmatic level Syntactic sfer (surface) C-structures (constituent)

Morpho-syntactic lev Semi-direct transla tio Tagged text

Direct translation

Graphemic level Text




lllustration of transfer SVO->SQOV
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Understanding the Analysis-Transfer-
Generation over Vauguois triangle (1/4)

H1.1: athr_+ =Ae_d_od §oig § ll_oh_HIeIH_¥ 39 TSea_
ST |

T1.1: Sarkaar ne chunaawo ke baad Mumbal me karoM ke
maadhyam se apne raajaswa ko badhaayaa

G1.1: Government_(ergative) elections_after Mumbai_in
taxes_through its revenue_(accusative) increased

E1.1: The Government increased Iits revenue after the
elections through taxes in Mumbai




Understanding the Analysis-Transfer-

Generation over Vauguois triangle (2/4)

Entity English Hindi

Subject The Government |&wr (sarkaar)

Verb Increased sern (badhaayaa)

Object Its revenue o Tw= (apne
raajaswa)




Understanding the Analysis-Transfer-
Generation over Vauguois triangle (3/4)

Adjunct |English Hindi
Instrumental Through taxes in|qs5_q
Mumbai H_oh HEH
(mumbai me
karo ke
maadhyam se)
Temporal After the | srgram
elections (badhaayaa)




Understanding the Analysis-Transfer-
Generation over Vauquois triangle (3/4)

T The Government increasedT Its revenueT

T

PO P1 P2 P3

E1.2: after the elections, the Government increased
Its revenue through taxes in Mumbai

E1.3: the Government increased its revenue through
taxes in Mumbai after the elections




More flexibility in Hindi generation

Sarkaar_ne badhaayaa
t t f

P, (the govt) P, (increased) P,

H1.2: Sm&r_o_ a8 @hR_ Heg_H Hi_oh_HIeH_§ 370 TSRa_l oG |

T1.2: elections_after government (erg) Mumbai_in taxes through its revenue
increased.

H1.3: Sm&r_a_ae qos_H U_oh_ATeH_§ S0hR_J 370 TSRa_l g |

T1.3: elections_after Mumbai_in taxes through government (erg) its revenue
increased.

H1.4: Sman_o_ e qos_H U_oh_HTEH_¥ 379 ToRd_ahl @hR_A oG |

T1.4: elections_after Mumbai_in taxes through its revenue government (erg)
increased.

H1.5: qei_# s0i_o_resd_§ TAEl_sh_o1e GthR_A 30 USEa_shl el |

T1.5: Mumbai_in taxes through elections _after government (erg) its revenue
increased.




What is the main challenge of
MT?
Language Divergence



Syntactic Divergence

Constituent Order divergence
Adjunction Divergence
Preposition-Stranding divergence
Movement divergence

Null Subject Divergence

Dative Divergence

Pleonastic Divergence



Constituent Order Divergence

E24. Jim is playing tennis.
S V O
H24. 3@ 2F9 =« 78T ¢ |

jeem Tenis khel rahaa hai

Jim tennis playing-is

S O Vv

E25. He saw a girl whose eyes were blue.
S V O Q

H25. 30 9 Uh @=dl & 81 991 ATF Aol o7 |
us ne ek ladakee ko dekhaa jisakee aankhen neelee thee

He agirl-to saw  whose eyes blue were

S O V Q




Adjunction Divergence
E26. *the [living in Delhi] boy

H26. [Beil & 7evamn] — @=@

[dillee mein rahanevaalaa] ladakaa

[Delhi-in  living] boy

H27. (A)™T@d  [Aed & 998 AHEmn]|  dedwl 9|

raam ne [mohan ko pasand aanevaalaa] tohafaa bhejaa

Ram [Mohan-to like come-ing] gift sent

B)TMT T d-H UA A UEA A THE AT

raam ne vah tohafaa bhejaa jJo mohan ko pasand aayaa

Ram  that oift sent that Mohan-to like came

=,

CO)TMA T dEw T A UEd @ TE g

raam ne vah tohafaa bheejaa jo mohan ko pasand hai

Ram that gift sent  that Mohan-to like 1s
E27. Ram sent the gift that mohan likes.




PP Adjunction Divergence

E28. He called me [to his house.]

*He called [to his house] me.

H28. (A) @ 951 [319H =7] Jamr|

usne mujhe [apne ghar] bulaayaa

he to-me his house called

B)3H [0 ]| T AT

usne [apne ghar] mujhe bulaayaa

he his house to-me called




Preposition Stranding Divergence

E29. Which shop did John go to?

?

=

H29. *fFa @ =E T

kis  dukaan john gayaa memn




Null Subject Divergence

E30. Long ago, there was a king.

H30. 5gd W8« T& 7= 47
bahut pahale ek raajaa thaa
long ago one king was

H31. 37 &1 £ |

jaa rahaa hun

going-am

E31. *am going.



Pleonastic Divergence

E32. Itis raining.

H32. ARIEITE(E



Lexical Semantic Divergence

Conflational divergence
Structural divergence
Categorial divergence
Head swapping divergence
Lexical divergence



Conflational Divergence

E33. Jim stabbed John.
H33. 3w 94 =M &l Eff q qrT |

jeem ne john ko chhoore-se maaraa

Jim John-to knife-with hit




Structural Divergence

E34. Jim entered the house.
H34. 3 97 7 99T a1 |

jeem ghar mein pravesha kiyaa

Jim house-into entry did




Categorial Divergence

E35. They are competing.

H35. 78 T&Eal  FH B E |

vaha muqgaabalaa kar rahe hai

They competition doing-are




Categorial Divergence: demotional

E36. It suffices.

H36. 78 & |
yaha kaafee hai

It sufficient-1s




Categorial Divergence-
Promotional

E37. The play is on.
H37. 7« I« 781 & |




Lexical Divergence

H38. =M Fa7i==il =97 § T T |

john jabarjasti ghar mein ghus gayaa

John forcefully house-in enter-go

E38. John broke into the house.




MT evaluation



Evaluation in MT

* QOperational evaluation

— "“Is MT system A operationally better
than MT system B? Does MT system A
cost less?”

* Typological evaluation

— "Have you ensured which linguistic
phenomena the MT system covers?”

e Declarative evaluation

— “How does guality of output of system
A fare with respect to that of B?”



Adequacy (also called comprehensibility, fidelity,
faithfulness) and Fluency

Assign scores to specific qgualities of

output
— Fluency: How good the output is as a well-
formed target language entity

— Adequacy: How good the output is in terms
of preserving content of the source text



Form Content Dichotomy

Ancient philosophical concept

Consider a pot of milk: milk has the
form of pot

Pot has the content as milk.

Adeqguacy refers to content, fluency
refers to form



Adeqguacy and Fluency cntd.

For example, | am attending a lecture

OJ

H Teh ITEITA d0 g
Main ek vyaakhyan baitha hoon

| a lecture sit (Present-first person)
| sit a lecture : Adequate but not
fluent

H AT §

Main vyakhy?m hoon

| lecture am

| am lecture: fluent but not
adequate.




ADEQUACY AND FLUENCY
SCALE

Adequacy and Fluency are measured in the
scale of 1 to 5.

1 BAD !

2 MEDIOCRE !
3.

4 VERY GOOD !
5 EXCELLENT !



What are human evaluators most

sensitive to?

Native speakers are particularly keen on the
correct usage of morphological variations and
In the language.

e.g. “Rahul ka behen” instead of “"Rahul Kki
behen” would be critically penalized.

Similarly, "Mary kitab padta hai” rather than
“Mary kitab padti hai” would get a much lower
score.



BLEU

Used in any kind of natural language
generation situation: QA, Summarization,
MT, Paraphrasing and so on



Foundational Point

Human evaluation is the ultimate
yardstick

Any automatic evaluation MUST correlate
well with human evaluation

BLEU for last 20 years has satisfied
reasonably this requirement

Except in case of high morphological
complexity, in which case we have to use
subword based BLEU



Allied point: IAA

 Human evaluation is the skyline
« But human evaluation Is subjective

* We must have multiple evaluators
and compute inter-annotator
agreement



How Is translation performance
measured?

The closer a machine translation is to
a professional human translation, the
better it Is.

* A corpus of good guality human
reference translations

A numerical “translation closeness”
metric



Suggested Papers
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Cntd.



Preliminaries

 Candidate Translation(s):
Translation returned by an MT

system

 Reference Translation(s): ‘Perfect
translation by humans

J

Goal of BLEU: To correlate with
human judgment



Formulating BLEU (Step 1): Precision

| had lunch now.

Reference 2 : Heol 31T HIoTeT TohaT

maine abhi bhojan kiyaa
| now meal did
| did meal now

Reference 1: Hal 373 Q1T @IAT
maine abhi khana khaya

| now food ate

| ate food now.

Candidate 1: #st 319 GT @
maine ab khana khaya matching unigrams: 3,
I now food ate matching bigrams: 1
| ate food now

Unigram precision: Candidate 1: 3/4 = 0.75, Similarly, bigram precision:
Candidate 1: 0.33



Formulating BLEU (Step 1): Precision

| had lunch now.

Reference 2 : et 3THT ATt fohaT

maine abhi bhojan kiyaa
| now meal did
| did meal now

Reference 1: T 378 @raIT @rAm
maine abhi khana khaya

| now food ate

| ate food now.

Candidate 2: #«f 3ty g TE
maine abhi lunch ate matching unigrams: 2,
I now lunch ate
| ate lunch (OOV) now(OOV) matching bigrams: 1
Unigram precision: Candidate 2: 2/4 =0.5
Similarly, bigram precision: Candidate 2 =0.33



Precision: Not good enough

Reference: aapkii badii meharbaanii hogii
| will be very thankful to you

Candidate 1: aap badii meharbaanii hogii
matching unigram: 3

Candidate 2: aapkii aapkii aapkii meharbaanii
matching unigrams: 4

Unigram precision: Candidate 1: 3/4 = 0.75,
Candidate 2:4/4 =1



Formulating BLEU: Modified Precision

Count;,(n-gram) = min (count, max_ref_count)
Reference: aapkii badii meharbaanii hogii
Candidate 2: : aapkii aapkii aapkii meharbaanii
Matching unigrams:

aapkii : min(3,1) =1

meharbaaniii: min (1, 1) =1
Modified unigram precision: 2/4 = 0.5



Modified n-gram precision

For entire test corpus, for a given n

Y Y Counteip(n-gram)
D, = Ce{Candidates} n-gramec C
L=
> Y Count(n-gram’)

C'c{Candidates} n-gram' € ('

n-gram: Matching n-grams in C
n-gram’: All n-grams in C



Precision computation- example

English: | had lunch now.

Reference: Hel 37T WIIT W1
maine abhi khana khaya

Candidate 1: #a¥ 37§ @EATER™T  Candidate 2- 32 3r3ft o7 v
maine ab khana khaya maine abhi lunch ate

matching unigrams: 3
matching bigrams: 1
P1=3/4=0.75
P2=1/3=0.33

matching unigrams: 2
matching bigrams: 1

P1=2/4=0.5
P2=1/3=0.33



Comparing HT and MT Precision (1/2)

From the original BLEU paper (Papineni et al.
2002)

127 source sentences were translated by
two human translators and three MT
systems

Translated sentences evaluated against
professional reference translations using
modified n-gram precision



Comparing HT and MT Precision (2/2)

0.7
0.6
0.5 A
0.4 1
0.3

0.2 1

1 2 3 4

Precision

Phrase (7 -gram) Length

EH2OHIOSIES20O51

Decaying precision with increasing n



A point about length of n-grams

» 1 and 2-grams stress vocabulary
match or lexical goodness

» 3-4 and higher n-grams stress
structural match or syntactic
goodness



Multiwords

Meaning = Combination of i Meaning = Meaning cannot
meanings of parts be made out from the

| meanings of parts
Also called as collocations

“White elephant”
“Strong opposition”



‘Recall’ for MT Evaluation (1/2)

Case of Candidates shorter than references

English: Will blue be able to understand quality of long
sentence?

Reference: &7 so ofd dTad hl I[UTAT ol THST TTIT?
N Ro)
kya blue lambe vaakya ki guNvatta ko samajh paaega?

Candidate: o/« a1

lambe vaakya

long sentence

long sentence
modified unigram precision: 2/2 =1
modified bigram precision: 1/1 =1



Recall (2/2)

Reference 1: Hol WIAT @TAT
maine khaana khaaya
| food ate
| ate food

Candidate 2: Hel WIAT @TAT
maine khaana khaaya
| food ate
| ate food

P1

J
~

Candidate longer than references

Reference 2: #«1 HioTT fohaT

maine bhojan kiyaa
| meal did
| had meal

Candidate 1; Hel @TAT HISTeT fohaT
maine khaana bhojan kiya
| food meal did
| had food meal




Formulating BLEU (Step 3): Incorporating
recall

* Sentence length indicator of ‘good match’

* Brevity penalty (BP):
— Multiplicative factor

— Candidate translations that match reference translations
In length must be ranked higher

Candidate 1: &Is dTeFg
lambe bakya

Candidate 2: T s¢ oI T sl IUTaT HHAST AT ?
kya bleu lambe vakya ki gunvatta samajh payega ?



Formulating BLEU (Step 3): Brevity
Penalty

BP

=t=01. 5

BP=1forc>r.

Why?

| if e>r
BP:{ ell=r/e)  if e<p

r: Reference sentence length
c: Candidate sentence length

|
0.3

T T
3.4 q 4.5

Graph drawn using www.fooplot.com



BP does not penalize translations
longer than reference

Why?

Translations longer than reference are already penalized by
modified precision

Validating the claim:

Y Y Countgip(n-gram)
__ (Ce{Candidates} n-gramec C
=
2. > Count(n-gram’)

(C'c{Candidates} n-gram' € '



Final BLEU Score Formula

Recall -> Brevity Precision-> Modified
Penalty n-gram precision
_ ¥ Y Countip(n-gram)
1 lf cC>r D, = Ce{Candidates} n-grame C
BP — E-':l_r,-'flﬂ::' lf c ; 3 " z z CGHHT{H-EI‘{T?H")

('e{Candidates} n-gram' € ('

¥ 2

N
BLEU=BP-exp | Y wylogp,

n=1



Final BLEU Score Formula
N
BLEU=BP-exp (Zwﬂ lﬂgpﬁ.)
n=1

N: The maximum n-gram length considered
for precision matching (usually 4 or 5)

w,: Weight for each n-gram precision,
typically set to 1/N

p.: Precision for each n-gram length.



Computing BLEU: Candidate-1

English: | had lunch now N
BLEU=BP-exp | Y wylogp,

Reference: n=1

HaY 373 @1 @1

maine abhi khana khaya BP=1, foralln, w =1/2
Candidate 1:

A 379 QT GRT BLEU=sqrt(0.75 X 0.33)=0.49

maine ab khana khaya

P1: 3/4=0.75,
P2:1/3=0.33



Computing BLEU: Candidate-2

N
English: | had lunch now BLEU=BP exp (gl"'” mgp”)
Reference: Hal 373 WTAT WA
maine abhi khana khaya BP=1 foralln, w.=1/2

Candidate 2: #<¥ 313y o U
maine abhi lunch ate BLEU=sqrt(0. 5 X 0.33)=0.40

Unigram precision: 2/4 =0.5
Similarly, bigram precision: 0.33



Giving iImportance to Recall: Ref
n-grams



ROUGE

* Recall-Oriented Understudy for
Gisting Evaluation

 ROUGE Is a package of metrics:
ROUGE-N, ROUGE-L, ROUGE-W
and ROUGE-S



ROUGE-N

ROUGE-N 3 Y Countip(n-gram)
C ( ) D, = Ce{Candidates} n-grame (C
ount oram n - .
et Rerer Zs ) Z . match \S n ¥ >  Count(n-gram’)
— £{ ReferemceSummaries} gram, . C'c{Candidates) n-gramt € C'

Y Count(gram,)

Se{ReferenceSummaries} gram, €5

ROUGE-N incorporates Recall

Will BLEU be able to understand quality of long sentences?

Reference translation:
T S oI« AT T I[OTIT ol THST ITTINT?
Kya bloo lambe waakya ki guNvatta ko samajh paaega?

Qandidate translation:
CEECIER]

ROUGE-N:1/8
Lambe vaakya /

Modified n-gram Precision: 1




Other ROUGEs
ROUGE-L

— Considers longest common subsequence

ROUGE-W

— Weighted ROUGE-L: All common
subsequences are considered with weight
based on length

ROUGE-S

— Precision/Recall by matching skip bigrams



ROUGE v/s BLEU

Handling incorrect words Skip bigrams, ROUGE-N N-gram mismatch
Handling incorrect word order Longest common sub-sequence N-gram mismatch
Handling recall ROUGE-N incorporates missing Precision cannot detect
words ‘missing’ words. Hence, brevity
penalty!
ROUGE-N

Z Z Count,,..(gram )

__ Se{ReferemceSummaries; gram, €5

Z Count (gram )

Se{ReferenceSummariesy gram, €5




Test of hypothesis

Terminology



A Practical Problem

* A bridge is being built. The weight it
can tolerate has a distribution with
u=400 and 0=40. A car that goes on
the bridge has weight distribution
given by y=3 and 0=0.3. We want the
probability of damage to the bridge to
be less than 0.1. How many cars can
we allow to go on the bridge?



When does the bridge break?

W, > W

total tolerance



Deterministic

 Damage If

3N=400
= N=133



Deterministic, but with bounds (1/2)

Strongest bridge and lightest car

Bridge withstand 440 and car weight
2.7

Most liberal situation also most risky!

celling (2.7N=440)
= N=163 !l



Deterministic, but with bounds (2/2)

* Weakest bridge and heaviest car

* Bridge withstand 360 and car weight
3.3

e Most conservative situation and safest
« But resource wise most inefficient!!

floor(3.3N=360)
= N=109 Il



Lets look at these numbers for a
while

Most liberal, 163 nos.
Most conservative, 109 nos.

What should be the ACTUAL NO. of
cars to be allowed?

This is an OBJECTIVE DECISION
A precise no. has to be allowed
How much Is that?



Depends on the priority: safety the
only consideration

As an Administrator, | want to PLAY
VERY SAFE

No risk

Then only 109 cars
Bridge will never break
| am safe



Point of view and priority: earning
first, throughput first, efficiency first

e | want to have maximum utilization of
the bridge

* Maximum earning from toll
 Maximum movement across river
* Maximum economic activity
 Maximum interaction

* People happy ©



But risk is higher!

The bridge will VERY LIKELY cross
the tolerance limit

Bridge breaks
Lives lost

Property damaged
People unhappy ®



Relate to covid-19 situation?

Yes

Do not go out

Do not interact

Very safe

But no economic and social activity
How to sustain?

How to break monotony



Need balance, sweet spot IS
somewhere In between, MIDDLE
PATH




How to get the sweet spot? The
middle path?

e Answer

PROBABILITY



Back to the bridge

MOQO: Multi-objective Optimization
Many objectives to be satisfied

- Safety

— Utilization of facility

- Earning

— People satisfaction

- Etc.



Bring In probability

e #fcars=N

» Each car’'s weight is normal with y=3
and 0=0.3

 |nvoke Central Limit Theorem



