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To prevent routers becoming the bottleneck in the Internet.

To increase POP capacity, and to reduce cost, size and

A




WHY WE NEED FASTER ROUTERS
1: TO PREVENT ROUTERS FROM BEING THE BOTTLENECK

Packet processing Power Link Speed

2x / 18 months 2x / 7 months
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It's hard to keep up with Moore’s Law:

The bottleneck is memory speed.

Memory speed is not keeping up with Moore’s Law.
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It's hard to keep up with Moore’s Law:
The bofttleneck is memory speed.

Memory speed is not keeping up with Moore's Law.

2. ore’s Law is too slow:

> Nnan Moore's Law.



Growth in capacity of commercial routers:

Capacity 1992 ~ 2Gb/s
Capacity 1995 ~ 10Gb/s

~NOG 10Gb/s
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Second Generation Routers
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Third Generation Routers
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Fourth Generation Routers/Switches
Optics inside a router for the first time

N

Switch Core
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Vhy it's thought to be hard:

a longest prefix match.







Vhy it's thought to be hard:

a longest prefix match.

The table is large: about 120,000 entries today, and
growing.




140000

120000

100000

80000

60000

40000

Number of prefixes

May-90 Jan-93 Oct-95 Jul-98 Apr-01 Jan-04

/




Vhy it's thought to be hard:

a longest prefix match.

The lookup must be fast: about 30ns for a 10Gb/s line.
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Write Rate, R

1 packet
every 8 ns

Use SRAM?

+ fast enough random access time,
but

1 packet
every 8 ns

Use DRAM?

+ high density means we can store data,
but

- too slow (50ns random access time).




Arriving Departing
= Packets

b>>] packets at a time

pijofes ¢ [s[afs]2[1]




Background
What is a routere

Why do we need faster routers?
Why are they hard to build?

J technigues

—




Header Processing

Lookup

Update
Header

[P Address
T [

+

Address
Table

Header Processing

Lookup Update
IP Address Header
T [
H :
Address
Table

Data

Header Processing

Lookup Update
IP Address Header
T [
I
Address
Table

2

O

Queue
Packet

Buffer
Memory




Header Processing

Lookup Update Queue
IP Address | Header Packet

H 4

H :
Address
Table Blelfe

A\ 4

Header Processina

Lookup Update Kueue
IP Address | Header Packet

: g

[ |1

Address Buffer

Table Memory

Header Processing

Lookup Update Queue

=% P Address | Header Packet O O >

: 3 A

H :
Address
Table Data

A\ 4




The best that any
queueing system
can achieve.

Delay
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The best that any
queueing system
can achieve.

Delay
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Load 5 \/Ez 580,










The best that any
queueing system
can achieve.
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They are already there.
Connecting linecards to switches.

Optical processing doesn’t belong on the linecard.

You can’'t buffer light.

> ing capability.

DO OPTICS BELONG IN ROUTERS?



Optics in routers

N

Switch Core
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Optics enables simple, low-power, very high capacity circuit
switches.

The Internet was packet switched for two reasons:
xpensive links: statistical multiplexing.

&

EVOLUTION TO CIRCUIT SWITCHING
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Architectures and techniques
| 2 e evolu
» IP address lookup.
» Packet buffering.
| 2

Switching.
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MULTI PROTOCOL LABEL SWITCHING
(MPLS)










Speed up IP packet forwarding

ing down on the amount of processing at every




Use a fixed length label in the packet header to decide packet
forwarding

Is established between two end poinfts.




No further analysis of header by subsequent routers, forwarding is
’ by the labels.




« Can indicate class o

o S: bottom of stack indicator
« 1 for the bottom label, 0 otherwise

e TTL: time to live

20 3 1 8

Label Exp| S | TTL




LSR.

o A packet is assigned to an FEC at the ingress of
an MPLS domain.

e Subset can be based on
* Address prefix
 Host address
« QoS



QoS requireme

124.48.45.20
143.67.25.77
143.67.84.22
124.48.66.90
143.67.12.01

qgos =1 FEC 2
qos =3 FEC 3
qos =4 FEC 4
qos =3 FEC 3

label A
label B
label C
label D
label C



LRs about binding k

* Piggyback on existing protocols(BGP, OSPF,RSVP)

« Separate Label Distribution Protocol






LDP can have two types of neighbors:

onnected neighbor

=nt on port 646 to all the routers
S connected

,
7

/

Hello Hello
DA: 224.0.0.2 229 1,11 DA: 3.3.3.3 2222 /3333

1 1.1.1
Dest. Port: 646 g est. Port: 646
/7



Once two LSRs discover each other an LDP session is established
over which label can be advertised.

P over port 646.

Hello Exchange

TCP Session

Session Keep Alive

Label Exchange




The ingress LSR computes a path to egress LSR using the CSPF
algorithm.

omputed path is encoded into an Explicit Route Object (ERO)
ath messages.
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Downstream on
Label Distribution

“Label-FEC Binding

® Ru recognizes Rd as its
next-hop for an FEC

e A request is made to Rd for
a binding between the FE
and a label

e If Rd recognizes the FEC
and has a next hop for it, it
creates a binding and replies
to the Ru



yoel Distribution Control Mode







Table maintained by the LSRs

Contents of the table

~ Incoming label

Incoming
label

Address Prefix

Outgoing
Path

Outgoing
label




Used for forwarding a labeled packet.

ollowing information:

> Replace the label on the label stack with a specified new

label.

> Pop the label stack.

»Replace the label on the label stack with a specified ne
label and then push one on more specified new label onto the

label stack.



oming label fo NHLFE.



Incoming
Packet

Unlabeled

FTN

NHLFE




A labeled packet can contain more than one label.







Labeled Packet
LSR examines label at the top of the label stack of the

incoming packet.

Uses ILM to map to the appropriate NHLFE.
Jbel stack intfo the packet and forwards.




PUSH

A new label is pushed on fop of the existing label, effectively
> packet in another layer of MPLS.
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* For eacl C
(LSP) is assigned.

o To set up an LSP, each LSR must
« Assign an incoming label to the LSP for the corresponding FEC
* Inform the upstream node of the assigned label
« Learn the label that the downstream node has assigned to the LSP

e Need a label distribution protocol so that an LSR ¢z
inform others of the label/FEC bindings it has made.

e A forwarding table is constructed as the result of label
distribution.



iIs popped at the pent
rather than LSP egress.

v Egress LSP does a single look up. /

v Egress may not be a a LSR.



o Labeled Packet
- As selected by the NHLFE entry used for
forwarding that packet.

e FEC

- As selected by the NHLFE entry indexed
by a label corresponding to that FEC.



LABEL SWITCHED PATH -HIERARCHY
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Label 3 Label 2 Label 1

MPLS Dc‘;pq’ain 1

MPLS Domain 2
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MPLS Domain 3 *
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Slide by ByTamrat Bayle, Reiji Aibara, Kouji Nishimura
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o 1nNaepe

- Each LSR on recognizing ¢
makes an independent decision to bind a label
to it and distribute that binding.

e Ordered

- An LSR binds a label to a FEC only if it is the
egress LSR to that FEC or it has already a
binding for that FEC from its next hop forthat
FEC.




FEC.

e Hop-by-hop routing: Each node independently
choose the next hop for a FEC.

e Explicit routing (ER): the sender LSR can
specify an explicit route for the LSP

« Explicit route can be selected ahead of time ¢
dynamically



« Can establish LSP’s based on policy, QoS, etc.

 Can have pre-established LSP’s that can be used in
case of failures.

It makes MPLS explicit routing much more efficient
than the alternative of IP source routing.

95




In the MPLS Domain, all the traffic in a set of FECs might
follow the same route.

ingle label to a union of FECs






Label Merging is the capability of forwarding two
different packets belonging to the same FEC, but
arriving with different labels, with the same outgoing




Fault detection and diagnosis

Route traffic away from failed

e NODE PROTECTION:




Data plane fails (“Black Holes™).

Problem, Broken link.




hing may not be successful

e Difficult to troubleshoot MPLS failure:




e Solutions:
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® hat detects failure (Point of Local Repair or PLR).

e One to one backup:

e Facility Bypass:
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Resilient LSRs.

Software support required to take advantage of Hardware

® Nonstop Routing:

® Nonstop Forwarding:
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Control | Forwarding
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Prioritized Queue

WRED for service differentiation




- No need for per-flow state (Sca
- Unable to provide guaranteed forwarding behavior.

Hard QOS :

- Resources reserved using control plane.
- Per-flow state required.

- Provides firm guarantees.




- Implementation of Soft QOS model.
in MF abel.

® L-LSP model



Shift from best efforf to guaranteed services.

r

Focus on revenue bearing services.

(Suppor’r for varied application requirements.

 Flexible on-demand service granularity.
e High QoS, Reliability.
e Operations, Administration, and Maintenance features.
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Service
Guarantees with
Reliability

POSSIBLE SOL

PACKET
TECHNOLOGIES

(e.g. IP/MPLS,
Carrier Ethernet)

CIRCUIT
TECHNOLOGIES
(e.q.
SONET/SDH)

Packet-
Optical
Transport
System

(P-OTS)




Very fast communication framework combining switching,
routing and fransport in single layer

Application
Laver

Transport Layer

Omnipresent
Ethernet Network Layer

Data-Link Layer

OMNIPRESENT EiHERN]

Physical Layer




CONTEMPORARY NETWORKING
HIERARCHY

Access, Metro and core networks



e Formulate physical network into a logical hierarchical tree

Simplify the network into a fractal binary tree

e Binary Roufing

- Packe iftching based on fhe bit value corresponding
Jicates right-ward movement while a




. Virtual (dummy) node

EaRuay created

Campus node
(large switch)

00

Campus node
(large switch)

111111







Creating Virtual Topology
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Binary Tag

010001001

| ieniier
IP

address
IPV4

IP 100101010
address
IPVé6

MAC 1010
Port 111010

S/CTAG 0010101010
1

I .
Ethernet data
mapped onto
OE packet -
Ethernet
header used

for L2
protocol.
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Fig 1. The Carrier Ethernet Switch Router(CESR) hardware



State-of-the-art tfransport solution.

1000 km reach without regen.

96 Gbps cross connect
OTN as ODU2 compliant.




01000 - O1000 - 01010 -

LX240T (IPv4) | LX365T (IPvé) | LX365T

FPGA device Utilization 92% 67% 71% 71%
BRAM Utilization 59% 61% 74% 74%
Lines of code (VHDL) 1,28,405* 1,28,405* 68,302** 68,302**
Lines of code (NMS) 16,142 16,142 16,142 16,142
Lines of code Web based 50,000 + 50,000 + 50,000 + 50,000 +

NMS

R ~ 500, R ~ 500, R ~ 300, R ~ 700,
C ~ 1000 C ~ 1000 C ~ 700 C ~ 2000

PCB stafts 135 different 135 different 107 different 176 different
components components components components

1500+

1500+ 2200+ 850

Total components
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Omnipresent
Ethernet

Protocol depth




CESRS DEVELOPED
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