CS725: Assignment 2

25 Marks, Due on September 8 in the class

1. You are told that the pdf for a continuous valued random variable is non-
zero only for > 0 and that its mean is u. What will be the form of the
distribution that maximizes its entropy, given these conditions?

(5 Marks)

2. Consider a linear regression model:
Y =wle(X) +¢
where ¢(X) € R®" and € ~ N(0,0?). In actuality, let only the first ny <n

. . . . T
basis functions be important, i.e., let w = [w[l : n1]%, 07]" where, w[1 :

k] is a vector with the first k& elements from w. Similarly, let ¢(X)[1 : k]
denote the vector of the first k& components of ¢(X). Let

v/‘\’MLE = argnylea‘x LL(yla sy Yn |¢(X1)> e ad)(X’m)?W)
weR?

And for any k < n,

\/I\\/?WLE =argmax LL(y1,...,yn |O(X)[1: k], ..., 0(Xpn)[L: k], W)

weRk

Which of the following statement(s) is/are true? Prove.

(a) A consequence of including irrelevant basis functions (in this case,
®ny+1- - - Pn) in aregression model is that the predictions have smaller
variances but they are biased. That is,

E[o(X)"Wnre] # o(X)[1: ] w[l:n]
and that

Var [¢(X)"Ware] < Var [¢(X)[1: 0] Wit 5]



(b) A consequence of including irrelevant basis functions (in this case,
®nyt1 - - On) in a regression model is that the predictions have larger
variances though they are unbiased. That is,

E[o(X)"Wnre] = ¢(X)[1: ] w[l: n]
and that
Var [¢(X) ' Ware] = Var [¢(X)[1:n] Wi 5]

(¢) A consequence of excluding relevant basis functions in a linear model
is that the predictions are biased, though they have smaller variances.
That is, for all integers ny € (0,n1),

B [6(0[L "] # 6X)[1:ma] (L)
and that
Var [¢(X)[1 : ng]T{’\\/'?/[QLE] < Var [¢(X)[1: nl]TvAV’AL/}LE}
(d) A consequence of excluding relevant basis functions in a linear model

is that the predictions are unbiased, though they have larger vari-
ances. That is, for all integers ny € (0,n1),

E[p(X)[1:na)" Wiz, 5] = o(X)[1: na] W[l : my]
and that

Var [¢(X)[1: no]" Wiz, p] > Var [p(X)[1: ma]" Wit g]

(10 Marks)



