
Convex optimization with
inequality constraints:
Kelly’s Cutting Plane
Algorithm

Consider the general convex optimization problem1:

minimize cT x

subject to gi(x) ≤ 0 for i = 1, 2, . . . ,m
(1)

where gi(x) are convex functions.
Below, we reproduce the Kelly’s cutting plane algorithm (the motivation for

each step was discussed in class).

1As discussed in class, all convex optimization problems of the form discussed so far can
be cast in this form.
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Step 1
Input an initial feasible point, x0 and set k = 0.
Step 2
Evaluate

Ak =


A0

A1

.

.

Ak

 bk =


A0x0 + g0

A1x1 + g1

.

.

Akxk + gk

 (2)

where,

Ai =


s1(xi)
s2(xi)
.

.

sm(xi)

 gi =


g1(xi)
g2(xi)
.

.

gm(xi)

 (3)

where sj(xi) is a subgradient of gj at the point xi. Remembera every gra-
dient is a subgradient.
Step 3
Solve the LP problem

xk
∗ = argmin

x
cT x

subject to Akx ≥ bk

Step 4
If max{gj(xk

∗), 1 ≤ j ≤ m} ≤ ε output x∗ = xk
∗ as the point of optimality

and stop. Otherwise, set k = k+ 1, xk+1 = xk
∗, update Ak and bk from (2)

using (3) and repeat from Step 3.

aRecall that we are only dealing with convex functions.

Figure 1: Optimization for the convex problem in (1) using Kelly’s cutting plane
algorithm.


