Quiz-1 Solutions

Sunday 215 February, 2016

Problem 1.

Problem 2a. f(z1, 72) = 1/(z122) on R,
To prove f(x1, xs) is convex/concave/neither we need to find the hessian first
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So the Hessian is,
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say the eigen values of the hessian are A\; and A,

as r1, xp on R,

A1 + Ay = trace of the hessian = ( 2 + -25) > 0 ... (1)
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A1.A3 = The determinant of the hessian = @ >0..(2)

2 1 |

1
From 1 and 2 we can conclude A; and Ay > 0 and the hessian is positive definite.

Hence, the given function is convex.

Problem 2b. Using the property of norm ||la+b||, < ||a||, + ||b]|, (triangle inequality) and

0<0<1,

fla) = |zl
F(Ozy + (1 — 0)as) = |01 + (1 — 0)xa]|,
< |16zl +[1(1 = O)a2|l,
< Ol lp + (1 = )|l
< Of(z) + (1= 0)f(x2)

Hence, the given function is convex.



Problem 3. .
w* = argmin|j¢w — y||* s.t. |w], <, (1)

w

where

ol = (Sl @)

« Since ||w||, is not differentiable, one can express (@) as a set of constraints
n
Zfz‘ <, w <& —w <&
i=1
o The resulting problem is a linearly constrained Quadratic optimization problem (LCQP):

w* = argmin|¢w — y||* st. Y G<n, wi <&, —wi <& (3)
w i=1

« Lagrangian is
low — yII* + 5(2 &—mn)+ Z (0:( wi = &) + Ni(—w; = &))
i=1

o KKT conditions: Setting gradient wrt w to 0:
200" o)W — 20Ty + (0 - A) =0

Setting gradient wrt &; to 0:

g (Z §&—n)=0
i=1
Vi, i(wi — &) =0 and A(—w; — &) =0
« We have also shown the equivalence of Lasso formulations in (E) and (@)

A :argminH¢W—YH2+)\HWH1 (4)



