Introduction to Machine Learning
Instructor: Prof. Ganesh Ramakrishnan
Lecture 1 : Introduction and Motivation



Introduction: What is Machine Learning?
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@ Machine learning is a sub-field of computer science that
evolved from the study of pattern recognition and
computational learning theory in artificial intelligence.
S ———
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é explicitly programmed where to look
O‘x_(a\'\a‘(‘l a\ /u se Y<-ls‘>cc\mr¢




: Swnplesy Nolern:
fotfern_vecognvon: r= T
\ g >4 e And ax o)
L o se—f Subsequence fov  £i
& S —52 Ass“""r’"ﬂn.' One Subsequente
—

(fha«gdg:z

b‘\a-rd.ct'c.-nzp_s alt ¢xamr\¢5

gp—
Sequence exam’dcs .
e hat tf AscsT

~

1\\5
D Condihona) - .
4% - - } .
@ Jont plobabihtice A>T 60/ £ §

CoveYs

50} o} pattems

bC

pat s, bat2[f)) Covess £o7. of £2

o % —7 = __ > Dhot 1 eadh battevn
@\/?@:\ PR S ! 5 1’0
0% - Sk siae oudomadon |



2todon Al [ea<mn 'ﬂ“‘i‘g

) alaqs iwoke loss ﬁne-hms
AR

Crrwe= | Covcave

J v 0¢ nedhex

—_—

Infevence Prblemns /t{uw‘%ms in ML

S-> NP yP

Sy Ravn fl\rc e Shave chapat .

VP Vv NP

(o)

(51| Gramnat ) ?

e ™
Rt Caauia

r~

~

Wk e ence



L Gen evalizaon bown AS ‘(_\\p_\

@t A
CW oxe™

n=-< /\
W e Comz o |k

@Man\ N how Mcncn‘hm\ beraved Ahe

rede)

wll be Bekhweorn dava \ £ Aaka 2




Introduction: What is Machine Learning?

@ Typical algorithm has a (large) number of parameters whose
values are learnt from the data walin,

o'
@ Applications include: P C\m'} c\wﬂ"‘
o Hand Written digit recognition ~  cu™® ?a*
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}5| o Face Detectlon_q 15 av) €
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o Real-time ads on web pages and mobile devices



Traditional Programming

Data ——

Computer Output
Program

Machine Learning

Data ——
Computer Program




Example: Spam Detection
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How to proceed...

This is an example of supervised learning problem:
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Example: Handwritten digit recognition
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Figure: Digit recognition: Images are 28 x 28 pixels

@ Represent input image as a vector x € R?8*28
e Learn a classifier f(x) such that,
fix—1{0,1,23, 45678 9}




How to proceed...

This is an example of supervised learning problem:
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Course Overview

@ Supervised classification (‘f°u va(,d\C\' Co'\:ﬂoﬂm\ (’/9
e perceptron ég‘_ SFAV'O

support vector machine

loss functions

kernels,

neural networks and deep learning

@ Supervised regression C\/N \';j J( ?"CA\C—\' a ~eal

e linear regression Vo.tuﬂ.A ou'\ U,(
o least square linear regression model < orm
e Bayes Linear Regression ?‘ A

e non-linear regression Yar

@ ridge regression
@ lasso regression
o SVM regression

@ Unsupervised learning
o clustering. K-Means
o Expectation Maximization. Mixture of Gaussian



e Prerequisites r-k (rukm'\o\ D on ’“\\AMSAGJ

e basic Linear Algebra

e basic Probability Theory

e huge interest in learning new algorithms

o Tutorials

@ Tutorial sheet handed out every week, including a “Tutorial 0’
on the pre-requisites.

@ Expect students to try out each tutorial as homework

@ Solutions will be discussed at 1:30 PM before the following

class. NoY monaa.hr:j
e Assignments/Homework (Individual)
2 assignments closely following content covered in class
o Project - Group of # 5~ 4

Divided into 3 stages dsevn)
™
Stage 0 - Idea Proposals — Just bC’ch

Stage 1 - Initial report on data-sets etc

o
o Stage 2 - Milestone
o Stage 3 - Final Presentation = pftev endsevD



@ Quizzes
o Quiz 1 - Week 3-4
o Quiz 2 - Week 12

@ Midsem
e Endsem
@ Assignments & Class Participation | 20%
Quizzes 15%
Project 20%
Midsem 15%
Endsem 30%

Audit students have to attend classes, and submit assignments and
project.



Course Materials

Notes will be periodically posted at ‘cs725/calendar.html' and on
meadle bod\ilvee

Primary Book:

Elements of Statistical Learning, Trevor Hastie, Robert
Tibshirani, Jerome Friedman, Springer
The following books are recommended for additional reading:

@ Pattern Recognition and Machine Learning, Christopher
Bishop, Springer, 2006.
e excellent in classification and regression

@ Tom Mitchell, Machine Learning. McGraw-Hill, 1997
e good explanation of algorithms and a bible for the course

@ Kevin Murphy, Statistical Machine Learning



Classroom Policy

Bodnvee

o Class Participation: Every student will get points based on
their participation in the following forms:

e Homework questions

o Class discussion, answering questions, asking good /foolish
questions

o Riasse/Bodhitree participation for discussing Tutorial and
Specially Marked Questions (No private posts please!!)

o Anything and everything which will make the course interesting



We want you to take a pledge that you will not be involved in any
sort of plagiarism.

All the assignments, projects and quizzes will be checked for copy
cases. In case of even a small case of copying, the name of both
the parties will be handed over to the DAC!

We also take a pledge that any sort of plagiarism will receive very

strict reactions?.

"http://wwwl.iitb.ac.in/newacadhome/punishments201521July.pdf
http://wwwl.iitb.ac.in/newacadhome/procedures201521Julyspdf



A breakthrough in machine learning would be worth ten
Microsofts - Bill Gates, Chairman, Microsoft

@ Machine learning is the next Internet - Tony Tether,
Director, DARPA

@ Machine learning is the hot new thing - John Hennessy,
President, Stanford

@ Web rankings today are mostly a matter of machine learning -
Prabhakar Raghavan, Dir. Research, Yahoo

@ Machine learning is going to result in a real revolution - Greg
Papadopoulos, CTO, Sun

@ Machine learning is today's discontinuity - Jerry Yang, CEQO,
Yahoo



