
The Evolution of NLP: From 
Specialists to Giants

CS772 · Lecture 2

A Journey Through Two Eras of Natural Language 
Processing



Today's Roadmap

• Era 1 – Task-Based Specialists

• Era 2 – Task-Agnostic Giants

• Frontier directions & current best practices



Era 1: The Age of Task-Based 
Models

Building a different model for every task

Machine 
Translation

Automatic 
Summarisation

Question 
Answering

Question 
Generation

Image 
Captioning

Table-
to-text

Dialogue 
Generation

grammar paraphrase poetry code humour

… … ... … ...



1950-1980: Rule-Based Systems

• Hand-crafted linguistic rules

• Precise yet brittle; huge manual effort

6 grammar rules

250 word vocabulary

60 sentences into Russian

IBM 701 mainframe

Georgetown IBM MT Experiment



1990s-2000s: Statistical Revolution

• Naïve Bayes / MaxEnt / CRF for tagging

Probabilistic Graphical Models Became Popular



The Data Pipeline in the 90s
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Innovate on designing better features and models to 
capture dependencies between them



One model per task

Task specific feature extractors (often not reusable across 
tasks) and task-specific models

Input Text

Sentiment 
Classifier

Input Text

POS Tagger

Input Text

NER

…



2003-2013: Distributional Semantics

Learn reusable vectorial representations of words 
and sentences from large scale web corpora 

[Add visual here]



2010-2013: Classical models with 
distributional features

Your favorite NLP model (say, SVM)

The movie was amazing , great action and humor 



2014: RNNs & LSTMs

The encoder and decoders are RNNs/LSTMs which are a special 
type of Deep Neural Networks (bye bye classical models)

Image source: https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html



2014-2017: Seq2Seq + Attention

Encoder-decoder with 
additive attention

Paved way for Neural MT

Within 2 years toppled 
Statistical Machine 
Translation (a technology 
built over 20+ years) 

The idea of attention is perhaps the most important idea of the last 
decade!



Still one model per task

The idea of attention is perhaps the most important idea of the last 
decade!

Sentiment 
Classifier

POS Tagger NER



Take-aways from the Specialists 
Era

Data beats rules

Unified architecture for all NLP tasks (RNN/LSTM with 
attention)

But scalability & generalisation remain issues (how 
many models will one train?)



Era 2: The Age of Task-Agnostic Models

One Model to Rule Them All!



2017: The Transformer

Ignore the complexity for now!

The high level abstraction



2017-Present: The Transformer 
Revolution



Case Study: Progress in MT



2018: The Pre-training Revolution



Post 2020: The Era of scale



Post 2020: The Era of Scale 



The Data Revolution



The idea of a prompt



Emergent Behavior In-Context 
Learning



2022: Aligning to human needs

Without Alignment ChatGPT would not have 

become popular when it was released



Alignment in action!



Alignment: A complex DL-RL pipeline

• Retriever supplies fresh context

• Grounded, updatable knowledge

[Add visual here]

Source: https://cobusgreyling.medium.com/llm-alignment-hallucination-misinformation-
a1673d96629f





The new frontier of NLP Challenges



2024: Open-Source Wave –
Llama 3

• 8B & 70B checkpoints

• Ecosystem of adapters

[Add visual here]

From language to vision



All-in-one models



Deep Learning:
the great unifier


