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Introduction

What is Information Retrieval?

Information Retrieval is finding
material of an unstructured nature
that satisfies an information need
from within large collections.

CC BY-SA

e P %8rerence: https://nlp.stanford.edu/IR-book/information-retrieval-book.html


https://www.lifewire.com/google-people-search-3482686
https://creativecommons.org/licenses/by-sa/3.0/

Why is IR important?

* Quickly access to relevant information from vast amounts of
data

« Time efficiency: rank and filter results based on relevancy

* Enable quick decision making

k 29/08/2025



IR vs Databases

29/08/2025

Feature

Data
Nature

Query

Result

Example

Information Retrieval

Unstructured (text,
web pages)

Keywords, fuzzy search

Ranked documents
based on relevance

Google Search

Databases (SQL)

Structured (tables,
records)

Exact matches,
predefined queries

Precise, structured
data retrieval

Banking system
retrieving customer
details



Examples of IR Systems

* Web Search Engines
* Google, Bing, DuckDuckGo, ...
* E-commerce search
* Amazon, Flipkart, ...
* Library
* IEEE, PubMed, Google Scholar, ...
* Enterprise Search

* Searching internal documents, emails, reports, ...

29/08/2025 Information Retrieval




ChatGPT ‘hallucinates.” Some researchers

M 0 t iva t i o worry it isn’t fixable.

Big Tech is pushing Al out to millions of people. But the tech still routinely makes up false answers to simple questions.

0 By Gerrit De Vynck
ARTIFICIAL INTELLIGENCE

Updated May 30, 2023 at 1:27 p.m. EDT | Published May 30, 2023 at 7:00 a.m. EDT

Oxford University Study Shows Large Language - 0 - . -
Models (LLMs) Pose Risk to Science with False Why Blg Tech’sbet on Al assistants is so rISky

Answers " e NS = . ‘ i | Tech companies have not solved some of the persistent problems with Al
November 20, 2023 by Ali Azhar _ c 2 OPIINE 2’8 : DG § language models.

By Melissa Heikkila October 3,2023

Google CEO Sundar Pichai says ‘hallucination problems’ still plague A.l. tech and he
doesn’t know why

Large Language Models (LLMs) are generative Al models that power chatbots, such as Google Bard and OpenAl's

ChatGPT. There has been a meteoric rise in the use of LLMs over the last 12 months and this is indicated in several studies

and surveys. However, LLMs suffer from a critical vulnerability - Al hallucination. o Will Daniel Rt ot
April 17,2023 - 5 min read
TRENDING
X China's manufacturing activity slows in
December in latest sign the economy is
= still struggling

Saudi sovereign wealth fund splashes
cash in 2023 - report shows

Zelenskiy speaks of war, Putin makes
passing reference in contrasting New
Year speeches

UPDATE 2-China's Xi, US President Biden
exchange congratulations on 45 years of
diplomatic ties

INDIA RUPEE-Rupee's direction guided
by Fed outlook, RBI at start of 2024
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Neural IR

Source;

https://web.stanford.edu/class/cs22
4u/slides/cs224u-neuralir-2023-
handout.pdf

Code: https://github.com/murthyrudra/Information-Retrieval
8 29/08/2025



Case Study

IPC 406

Owner sold a defective car to IPC 420
me and he hid this information

9 29/08/2025



VECTOR SPACE MODEL

000000000000



Vector Space Model

Treat query also as a document

Both queries and documents are treated as vectors

Computes similarity using cosine similarity

This similarity metric can be used for ranking the documents

11 29/08/2025



Vector Space Model

Term-Document Incidence Matrix

* Create a set of all possible words in the
document collection (Vocabulary)

* For every term in the vocabulary, have an
entry 1 if the word/term is present in the
document else 0

We can represent the query also using this
term-incidence matrix

ion Rema/z 29/08/2025

Document 1

Document 2

robbery

1

0

theft



Vector Space Model

Euclidean Distance:

* Ifdocumentd =(d4, d,, ..., d,) and q = (q4, d,,
ceey Q1)
* nisthe length of vocabulary

* S(d, q) =/ Xo(di—q;)?

Cosine Similarity:

d q — Z?=ﬂ diqi
|d]

* cos(d,q) =

onretri} 3 29/08/2025

 Intuitively, the larger the overlap of words
between the query and document, the larger
will be the similarity



Vector Space Model: Term Weighti

Consider the query

* While travelling to work today, someone
hit my car and started abusing me even
it wasn't my fault. What laws will help 2 " 1 Yo 1 A 1
me?

* Itisimportant to give importance to
words/terms relevant for retrieval

work  today hit car abuse fault if it to while

Our encoding gives importance to all words in
query/document

onrer}dh 29/08/2025



How do we
determine such
TERM weights?

Information Retrieval

15 08/29/2025



Vector Space Model: Term Weighti

Term Frequency

* How many times a term appears in a document

* In our example query, While travelling to work today, someone hit my car and started
abusing me even if it wasn't my fault. What laws will help me?

* Ifthe terms hit, car, abuse appears frequently, then the document is relevant for us

ion Retri @ 29/08/2025



Vector Space Model: Term Weighti

Term Frequency

« How many times a term appears in a document

e C(Closed-words (Function words) are very common
« Example:in, at, a, an, the

« How do we separate the important terms from the function words?

* In our example auerv. While travellina to work today, someone hit my car and started abusing me
even if it wasn't my fault. What laws will help me?

 Theirrelevant terms in the above query are
« while, if, my, ...

fon Retriffigf! 29/08/2025



Vector Space Model: Inverse
Document Weighing

Inverse Document Frequency

* Closed-words (Function words) maybe common in a document
* But they also appear in other documents too

* However, relevant terms appear only in that or a small subset of related documents
df . is the document frequency of the term t
* Number of documents that contain the term t

* Higher number means less informative
IDF, idf, = log,, —

y t 910 af,
N is the total number of documents

Information Retr & 29/08/2025



Vector Space Model: Inverse
Document Weighing

Inverse Document Frequency

* In our example auerv. While travellina to work todav. someone hit my car and started
abusing me even if it wasn't my fault. What laws will help me?

* Terms/words like if or while or will or even appear in many documents

* Terms like hit or abuse appear in very few documents only

tion Rel\‘q/g 29/08/2025



Vector Space Model: Tf-IDF

The weight assigned for a particular term and a document is given by
Weg = log(l + tft,d) X logmd—ft
High

* [f a particular word appears more frequently in a document
* [f the same word appears only in a subset of documents

Information Remzm 29/08/2025




Vector Space Model: Tf-IDF

work today hit car abuse fault if it to while

Query 0.1 0.04 0.5 0.3 0.6 0.2 0.01 0.003 0 0.004

Hypothetical query representation using tf-idf weighting

rrrrrrr ation Retr] 29/08/2025



NEURAL IR

* Approaches like TF-IDF and BM25 puts too
much emphasis on lexical similarity

* These retrievers might fail to capture
semantic similarity

22 29/08/2025  information Retrieval



Embedding Based Retrieval
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What if we take average of
word embedding of all words
in the sentence/document?

What if we use TF-IDF to
determine weights, and then
use these weights to take
weighted average of word
embeddings?



Embedding Based Retrieval

* Learn representations of
Classifier sentences and paragraphs

Average/Concatenate

| | |
Paragraph the cat sat

id

Distributed Representations of Sentences and

24 29/08/2025 Documents.
https://arxiv.org/abs/1405.4053



To-Do

* Implement word embedding based query/document
representation calculation

* Implement word embedding based query/document
representation calculation and used TF-IDF for term weights

25 29/08/2025




Pre-Trained language Models

T Logits
FFN 1«

i £

BERT = Transformer Encoder

T BERT = Transformer Encoder

SWSTR ey E7 pee pe e e ey e e p et oo ey

1
Masked Tokens [[CLs]][ e ][ - ][ . ][ — ][ -~ ]FMASK]][#“IV][:::;W][ - ][ — ][rabbit][[sm] Input IDs [ 101 ][5650][4076][1996][2317][10442][ 102 ][3582][1996][2317110442][9253][ 102 ]
Tokens [[CLS]][ tem ][ = ][ - ][ — ][ - ][##ica][##blv][foilrll;w][ T ][white][rabbit][ [[[[[ ] Tokens [LICLs]][ alice ][follows][ the ][whlte ][rabbit][[sepl]l[fouow][ the ][whlte][rabblt][ neo ][[SEPI]J

eeeeeeeee

https://en.wikipedia.org/wiki/BERT_(language_model)
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Finetuning PLM

Positive

T

FC
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Label
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Dense

Transformer encoder
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Rep.gs- Rep, Rep, Reps Rep, Reps

t f f f 1

<cls> This show is not

Sentiment Analysis

27 29/08/2025

BERT
<cls> Token, Token, Token, Token, Tokeng
< B .
~ ~ \ / g
= - ~ - \ / P g -

<~ >~ -
S<STS N 4 7

Single text sequence

Sentence Classification

Label Label Label Label Label Label

Parameters 1
of Dense
are shared | Dense | | Dense | | Dense | | Dense | | Dense | | Dense |

Rep.s>  Rep, Rep, Rep; Rep, Reps Reps  Repeseps

BERT
<cls> Token, Token, Tokeng Token, Tokens Tokeng <sep>
\\\\ \\\ ~\ / // ’/"
S ~ \ / - -~

-~ s _ -
S<USsN 7 T

Single text sequence

Sequence Labelling

https://en.wikipedia.org/wiki/BERT_(language_model)



PLMs
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Motivation

» BERT uses [CLS] as a special token in front of every sentence

« [CLS] is used for next-sentence prediction
 What if we used [CLS] to get query/passage representation

« Alternatively, we can take the average of all token representations to form query/passage
representation

29 29/08/2025



To-Do

* Implement [CLS] based query/document representation from
PLMs like BERT, ROBERTA, etc

* Implement average of token embeddings based

query/document representation from PLMs like BERT,
ROBERTA, etc

30 29/08/2025




Neural Retrievers

Cross Encoders

Dense Passage Retrievers

Late Interaction Models

Sparse Retrievers

k 29/08/2025



Cross
Encoders

N



Cross-Encoders

* Maximal interaction between query and document
tokens

* Scalability issues

https://web.stanford.edu/class/cs224u/slides/cs224u-neuralir-2023-handout.pdf

33 29/08/2025 Information Retrieval



Dense Passage Retrievers

34

Inferenc

e
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OOCOO

[ Encoder ]

Information Retrieval

Score(q,p)

Cosine
Similarity

QOOOOO

[ Encoder ]

P
Passages

Dense Vectors



Dense Passage Retrievers

Score(q,p)
Contrastive Learning

Training
S,c,ﬁﬁ;r;.ety Given query (q), positive passage (p*),
and a set of negative passages (p 1, P,

OOO0C ey 7

L(q! p+! p-j.! p-2! p-n) =
exp(sim(q,p*))

-1
[ Encoder J [ Encoder ] OgeXp(sim(q,p+))+Z}?=1exp(sim(q,p}))
; P
Query Passages

35 29/08/2025



Dense Passage
Retrievers

* Highly Scalable
* Limited query and document interactions
* Will a d-dimensional representation be able

to capture the nuances in query and
documents?

36 29/08/2025



ColBERT

MaxSim = .97 4 .84 + .85

55| [61] [.72] [.76]
.64 |.71| |.60| .80

 Late Contextual Interactions

Query

* Every query token interacts with every

passage/document token
* Have to save representation of every token in all

documents

Document

37 29/08/2025 Information Retrieval



Sparse Retrievers

Final Sparse Representation
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Figure 2: Model Architecture of SparTerm. Our overall architecture contains an importance predictor and a gating controller.
The importance predictor generates a dense importance distribution with the dimension of vocabulary size, while the gating

controller outputs a sparse and binary gating vector to control term activation for the final representation. These two modules
cooperatively ensure the sparsity and flexibility of the final representation.

38 29/08/2025 SPLADE: Sparse Lexical and Expansion Model for First Stage Ranking

SparTerm: Learning Term-based Sparse Representation for Fast Text Retrieval




Training

Unsupervised Pre-Training

Supervised Finetuning (Stage

1)

Supervised Finetuning (Stage
2)

Supervised Finetuning (Stage
3)

k 20/08/2025 e



Pre-training Tasks for
Embedding-based
Large-scale Retrieval.
ICLR 2020

k 29/08/2025
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[SEP] ]
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Inverse Cloze Tasks

41 29/08/2025



Body First Selection

42 29/08/2025



Wiki Link Prediction




Supervised Fine-Tuning

* Stage 1:

* Use In-batch negatives with/without hard negatives mined
from BM25

* Stage 2:

* Use Stage-1 model to mine hard negatives and fine-tune a
stage 2 model

* Stage 3:

* Use knowledge distillation

k 29/08/2025



IR
Pretraining
Strategies



RETRO-MAE

SHITAO XIAO. ZHENG LIU. YINGXIA SHAO. AND ZHAO CAOQO. 2022.

RETROMAEF: PRE-TRATNTNG RFTRTFVAI -ORTENTED I ANGUAGF MODFI S VTA MASKED AUTO-ENCODER.

TN PROCFFDINGS OF THF 2022 CONFFRFNCF ON FMPIRICAI MFTHODS TN NATIIRAI 1 ANGIIAGF PROCFSSING, PAGES
538-548, ABU DHABI, UNITED ARAB EMIRATES. ASSOCIATION FOR COMPUTATIONAL LINGUISTICS.


https://aclanthology.org/2022.emnlp-main.35

MLM Pre-Training

Climat
=

[ Encoder J

<BOS> [MASK] Change: 89 [MASK] of glacial lakes in [MASK] [MASK] [MASK] expanding at unprecedented rate,
saysiSRO

% Indian Himal ##ayas

[ Encoder Mask ]

Climate Change: 89% of glacial lakes in Indian Himalayas expanding at unprecedented rate, says ISRO



Dec0d e r P re-Tra i n i nlﬂate % glacial lakes Indian Himalayas

precendented

<BOS>

[ Encoder } { Decoder }

<BOS> Change: 89 [MASK] of glacial lakes in [MASK] [MASK] <BOS> [MASK] Change: 89 [MASK] of [MASK] [MASK] [MASK]
[MASK] expanding at unprecedented rate, says ISRO in [MASK] [MASK] [MASK] expanding at [MASK] [MASK]
[MASK] rate, says ISRO

[ Encoder Mask ] [ Decoder Mask ]

Climate Change: 89% of glacial lakes in Indian Himalayas expanding at unprecedented rate, says ISRO



RETRO-MAE V2

ZHENG LIU. SHITAO XIAO. YINGXIA SHAO. AND ZHAO CAO. 2023.

RETROMAE-2: DUPI EX MASKED AUTO-ENCODFR FOR PRE-TRATNTNG RFTRTFVAI -ORTENTED I ANGUAGFEF MODEFILS
IN PROCFFDINGS OF THF 61ST ANNIUIAI MFFTING OF THF ASSOCTATION FOR COMPLUITATIONAI I'TINGUISTICS (VOI LIME
1: LONG PAPERS), PAGES 2635-2648, TORONTO, CANADA. ASSOCIATION FOR COMPUTATIONAL LINGUISTICS.


https://aclanthology.org/2023.acl-long.148

PRE-TRAINING



MLM Pre-Training

Climat
=

[ Encoder J

<BOS> [MASK] Change: 89 [MASK] of glacial lakes in [MASK] [MASK] [MASK] expanding at unprecedented rate,
saysiSRO

% Indian Himal ##ayas

[ Encoder Mask ]

Climate Change: 89% of glacial lakes in Indian Himalayas expanding at unprecedented rate, says ISRO



Dec0d e r P re-Tra i n i nlﬂate % glacial lakes Indian Himalayas

precendented

<BOS>

[ Encoder } { Decoder }

<BOS> Change: 89 [MASK] of glacial lakes in [MASK] [MASK] <BOS> [MASK] Change: 89 [MASK] of [MASK] [MASK] [MASK]
[MASK] expanding at unprecedented rate, says ISRO in [MASK] [MASK] [MASK] expanding at [MASK] [MASK]
[MASK] rate, says ISRO

[ Encoder Mask ] [ Decoder Mask ]

Climate Change: 89% of glacial lakes in Indian Himalayas expanding at unprecedented rate, says ISRO



Bag-Of-Word (BoW): Other Tokens......

Output
sun - | sun |— 1 E‘
rain [ ] rain ] ]
[ ] 1] ] ] -
price [ price ] < >
American ] American[ ]

says [ says [

ISRO [ ISRO 7] | cli
climate [] climate [ climate [ climate [ [ climate
lakes [] lakes [] lakes [ lakes [ L1 lakes
[ Encoder

<BOS> [MASK] Change: 89 [MASK] of glacial lakes in [MASK] [MASK] [MASK] expanding at unprecedented
rate, says ISRO

[ Encoder Mask ]

Climate Change: 89% of glacial lakes in Indian Himalayas expanding at unprecedented rate, says ISRO



Retro-MAE v2

After pre-training we will have two representations
<BOS> trained via MLM and enhanced decoding
Remaining token embeddings trained via BoW reconstruction



FINE-TUNING



Dense + Sparse Representation

, Max Top-384 Top-384 Max ,
M M
Logits R Pooling Tokens Tokens Pooling Logits R
<BOS> € R3#4 : : <BOS> € R384
[ ][ MMHead | [] | ] [ MMHead  J[ |
<BOS> & R7¢8
¥BOS> & R7¢8
|| ||

[ Encoder } Representation ( Encoder }

<BOS> Query </s>

<BOS> Passage </s>



BOW DPR

MA, GUANGYUAN, XING WU, ZIJIA LIN AND SONGLIN HU. “DROP YOUR DECODER:
PRE-TRAINING WITH BAG-OF-WORD PREDICTION FOR DENSE PASSAGE

RETRIEVAL.” SIGIR 2024



Bag-Of-Word (BoW): CLS

| Bag-of-Word
N E—— - Output
"< >
climaté— L—— climate
lakes — lakes
| Indian “ Himal H ##ayas |
[ Encoder ]

<BOS> [MASK] Change: 89 [MASK] of glacial lakes in [MASK] [MASK] [MASK] expanding at
unprecedenied rate, says ISRO

[

Climate Change: 89% of glacial lakes in Indian Himalayas expanding at unprecedented rate, says ISRO



COT MAE

COT-MAE: CONTEXTUAL MASK AUTO-ENCODER FOR DENSE PASSAGE RETRIEVAL. COT-
MAE IS A TRANSFORMERS BASED MASK AUTO-ENCODER PRE-TRAINING ARCHITECTURE
DESIGNED FOR DENSE PASSAGE RETRIEVAL. (ACCEPTED BY AAAI 2022)



CoT-MAE

Machine learning

Ta—Machine learning (ML) is a field of inquiry
devoted to understanding and building
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methods that 'learn’, that is, methods that = e e = s
i : Ts Ta Ta s
leverage data to improve performance on : A : ‘
some set of tasks.[! It is seen as a part of : ‘ :
T 2 : context ‘ i context
artificial intelligence. Machine learning ! : :
Tg—2algorithms build a model based on sample ' ‘
data, known as training data, in order to make | Decoder ‘ 4 Decoder ‘
i / : :
predictions or decisions without being ; I Encoder : : Encoder
explicitly programmed to do s0.12] Machine : ‘
learning algorithms are used in a wide variety 4 ] g 4
of applications, such as in medicine, email Masked Tg Masked Ta Masked Ta Masked T

-
develop conventional algorithms to perform T : H
the needed tasks.[3] Ta : j Ta Ts

B

filtering, speech recognition, and computer ]

vision, where it is difficult or unfeasible to f
P 3
L T;

(a) Span Pair Construction

Figure 1: CoT-MAE. (a) The process of span pair construction. We select two neighboring text spans T4 and Ty from a
document with a sampling strategy to form a span pair. The two spans in a pair are each other’s context. (b) The model design
for CoT-MAE. We use an asymmetric encoder-decoder structure, with a deep encoder having enough parameters to learn good
text representations modeling ability and a shallow decoder to assist the encoder in achieving this goal.



COT-MAE WITH QUERY

XING W. GUANGYUAN MA, WANHUI OIAN. ZIITIA LIN. AND SONGLIN HU. 2023.
OUFRY-AS-CONTEXT PRE-TRATNTNG FOR DENSF PASSAGF RFTRIFVAL . TN PROCFFDINGS OF THF 2023 CONFFRFNCFE

ON FMPIRICAI MFTHODS TN NATUJRAL LANGUAGE PROCESSING, PAGES 1906-1916, SINGAPORE. ASSOCIATION FOR
COMPUTATIONAL LINGUISTICS.


https://aclanthology.org/2023.emnlp-main.118

Cot-MAE with Query as Context

.....................................................................................................

| |
: | IBs it Query -‘*F[““|__““| :
| \ Generation | — Pre-Training
| ‘ via Th :‘_ _________ | : '
| | <0, 0> pair

(2) Query-as-context Pre-training



COT-MAE V2

WU, XING, GUANGYUAN MA, PENG WANG, MENG LIN, ZIJIA LIN, FUZHENG ZHANG, AND
SONGLIN HU. "COT-MAE V2: CONTEXTUAL MASKED AUTO-ENCODER WITH MULTI-VIEW
MODELING FOR PASSAGE RETRIEVAL." ARXIV PREPRINT ARXIV:2304.03158 (2023).



CoT-MAE v2

* Multi-view representation learning
 Dense and Sparse representations
* Auto-Encoding (MLM) and Auto-Regressive Decoders (CLM)

« Sparse representation focuses on lexical and dense representation focuses on
semantics

* Auto-Encoding Decoder

* Given sentence representation from encoder and aggressively masked input to the
decoder, predict only masked tokens (MLM)

* Auto-Regressive Decoder

* Given sentence representation from encoder and aggressively masked input to the
decoder, reconstruct the original sequence



CoT-MAE v2

__________ Multi-view Pre-training

I I
| |
I I
! Representation !
ﬁ ﬁ ar : (cLs) vow !
: :
I I
| I

Seguence Length AE/AR-Dec Decoding
paradigm view

Max Pool
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Ll Shallow AE/AR-Dec |~~~
ReLU Log Legend
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| CLS I Contextual Text | | SPR | Contextual Text | LM Model
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Figure 1: Pre-training designs of COT-MAE v2. CoT-MAE v2 utilizes both dense (CLS) and sparse (SPR) vectors
as multi-view representations. As a multi-view decoding paradigm, Auto-Encoding Decoder (AE-Dec) and Auto-
Regressive Decoder (AR-Dec) are integrated into contextual masked auto-encoder pre-training to provide both
MLM reconstruction signals and CLM generative signals for representation pre-training.



Evaluation
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BEIR (Benchmarking IR)

Split (—) Train Dev Test Avg. Word Lengths
Task (|) | Domain ({) | Dataset (}) | Title | Relevancy | #Pairs | #Query | #Query #Corpus Avg.D/Q | Query Document
Passage-Retrieval | Misc. | MSMARCO[42] | X | Binary |532761 | — | 6980 8,841,823 L1 | 596 55.98
Bio-Medical Bio-Medical | TREC-COVID [63] v 3-level — — 50 171,332 493.5 10.60 160.77
Information Bio-Medical | NFCorpus [7] v 3-level 110,575 324 323 3,633 38.2 3.30 232.26
Retrieval (IR) Bio-Medical | BioASQ [59] v Binary 32,916 — 500 14,914,602 4.7 8.05 202.61
Question Wikipedia NQ [32] v Binary 132,803 = 3,452 2,681,468 1.2 9.16 78.88
Answering Wikipedia HotpotQA [74] v Binary 170,000 | 5,447 7,405 5,233,329 2.0 17.61 46.30
(QA) Finance FiQA-2018 [41] X Binary 14,166 500 648 57,638 2.6 10.77 132.32
Tweet-Retrieval | Twitter | Signal-IMRT)[57] | X | 3devel | — | — | 97 2,866,316 19.6 | 9.30 13.93
News News TREC-NEWS [56] v 5-level — — 57 594,977 19.6 11.14 634.79
Retrieval News Robust04 [62] X 3-level — — 249 528,155 69.9 15.27 466.40
Argument Misc. ArguAna [65] v Binary — — 1,406 8,674 1.0 192.98 166.80
Retrieval Misc. Touché-2020 [6] v 3-level — — 49 382,545 19.0 6.55 292.37
Duplicate-Question | StackEx. CQADupStack [23] v Binary —_ —_ 13,145 457,199 14 8.59 129.09
Retrieval Quora Quora X Binary —_ 5,000 10,000 522,931 1.6 9.53 11.44
Entity-Retrieval | Wikipedia ‘ DBPedia [19] | v ‘ 3-level | — ‘ 67 | 400 4,635,922 38.2 ‘ 5.39 49.68
Citation-Prediction | Scientific | SCIDOCS [9] | v | Bimary | — | — | 1,000 25,657 49 | 9.38 176.19
Wikipedia FEVER [58] v Binary 140,085 | 6,666 6,666 5,416,568 1.2 8.13 84.76
Fact Checking Wikipedia Climate-FEVER [13] v Binary —_ 1,535 5,416,593 3.0 20.13 84.76
Scientific SciFact [66] v Binary 920 —_ 300 5,183 1.1 12.37 213.63

Table 1: Statistics of datasets in BEIR benchmark. Few datasets contain documents without titles. Relevancy
indicates the query-document relation: binary (relevant, non-relevant) or graded into sub-levels. Avg. D/Q
indicates the average relevant documents per query.
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LOTTE (Long-Tail, ToPIC-Stratified
Evaluation)

Topic Question Set e b
# Questions  # Passages Subtopics # Questions  # Passages Subtopics
Receation | | o | g 269 oy 2000 7% Anime, Movie
Science R Do 34k Statis.ctil::esl,n/ifct:ayd,emia 2oy 1694M Physix,a tlgli'ology
Technology | | Foum | 2003 7'M by, Syehdmin 208 % URIX Securiy
e (o e e DM Es oo
< Topic-aligned Search queries are from GooAQ linked to StackExchange.
dev-test pairings Forum queries are from questions-like StackExchange titles
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Datasets

MS MARCO Ranking Test
 The most commonly used IR benchmark
» Adapted from question answering dataset

 More than 500k Bing search queries

TREC

e Text REtrieval Conference (TREC) conducts annual competitions for
benchmarking IR systems
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METRICS

Slides Credit:
https://www.pinecone.io/learn/offli
ne-evaluation/




Metrics

 How good is our retrieval system?

« Isit able to retrieve the relevant documents given a query?
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*  Ouerv: Tmnact of climate change on India
based on IPCC report

* Passages:

Passage 4: \
Passage 2: . Climate change is expected to
India may face catastrophic have major health impacts in

impacts due to global India- increasing malnutrition and

warming, IPCC / \ related health disorders such as
Passage 1: reports warn. Temperature rise, Passage 3: child stunting - with the poor likely
According to the sea level increase, catastrophic The occurrence of extreme hot to be affected most severely..
Intergovernmental Panel on impacts on the lives and events is likely to increase in

Climate Change (IPCC), India is livelihoods of people are some of Indiana, while the occurrence of
ﬂassage 5:

among the countries that face the the big challenges for India ... extreme cold events is likely to
highest risk from climate change's decrease. The occurrence of \

impact, despite contributing conditions that spawn severe As g'lobal temperatgrfas rise, we will
minimally to global warming in the thunderstorms is likely to increase continue to see India's poorest suffer

past century. The IPCC's 2022 in Indiana... the most as cIi_mate change
report on climate change impacts destroys livelihoods and washes

and risks to ecosystems and away...
human systems highlights so.. k /
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Recall@k

- Recall@K measure how many relevant
items were returned out of all the relevant

items « Scenario 2:
* Consider Recall@3 * Returned Items = {P1, P2, P4}
* There are only 2 relevant item e Recall@3 = %
» Scenario 1: . Scenario 3:
* Returned Items = {P1, P3, P4} - Returned ltems = {P3, P5, P1}
" Recall@3 = % * Recall@3 = %
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Source:
https://www.pinecone.
io/learn/offline-
evaluation/

Recall@k
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Recall@k

Summary

* Easy to understand and interpret

* A perfect score indicates all relevant items are returned
* Avalue of zero indicates no relevant items are returned
« Itis order unaware

* A system which returns a relevant item at position 1 is given
the same score as another system which returns a relevant
item at position 10 for Recall@10
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Mean Reciprocal Rank (MRR)

- Unlike Recall@K, MRR is an order-aware metric

e MRR = z

q= 1rankq
* Q is the total number of queries in your test set

* rank, is the rank of the first relevant result for query g
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MRR

- Assume we have 3 different queriesin * Query 2:
our test set

 Returned Items = {P1, P2, P4}

 The relevant document will be in bold
1

* rank;=-=1
* Query 1: T
* Returned ltems = {P1, P3, P4} * Query 3:
1 * Returned Items = {P3, P5, P1}
* rank,= - = 0.5
* rank, = 1-033
3

. MRR:”’“#: 0.61
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MRR

Summary

 Order-aware makes it more relevant for use-cases where the
ranking of the relevant result is important

* We consider, rank of the first relevant item only
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Summary

* Brief overview of IR methods

* Classical Approaches as well as encoder-
based approaches

e Various metrics for evaluation
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