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On Inferring Autonomous System Relationships
In the Internet

Lixin Gao, Member, |IEEE

Abstract—The Internet consists of rapidly increasing number of RIP. A pair of ASs interconnect via dedicated links and/or public
hosts interconnected by constantly evolving networks of links and network access points, and routing between ASs is determined
routers. Interdomain routing in the Internet is coordinated by the by the interdomain routing protocol such as Border Gateway
Border Gateway Protocol (BGP). BGP allows each autonomous - . .
system (AS) to choose its own administrative policy in selecting Prot_ocol (BGP)', One Ifey distinct feature of the m_terdomam
routes and propagating reachability information to others. These routing protocol is that it allows each AS to choose its own ad-
routing policies are constrained by the contractual commercial ministrative policy in selecting the best route, and announcing
agreements between administrative domains. For example, an and accepting routes. One of the mostimportant factors in deter-

AS sets its policy so that it does not provide transit services \ining routing policies is the commercial contractual relation-
between its providers. Such policies imply that AS relationships hios bet dministrative d .

are an important aspect of Internet structure. We propose an >1PS between administrative domains. o
augmented AS graph representation that classifies AS relation- T he commercial agreements between pairs of administrative

ships into customer—provider, peering, and sibling relationships. domains can be classified into customer—provider, peering, mu-
We classify the types of routes that can appear in BGP routing tyal-transit, and mutual-backup agreements [2], [3]. A customer
tables based on the relationships between the ASs in the path andpays its provider for connectivity to the rest of the Internet.
present heuristic algorithms that infer AS relationships from BGP - . ) .

routing tables. The algorithms are tested on publicly available Therefore, a provider does transﬂ_traffl(? for its customer_s.
BGP routing tables. We verify our inference results with AT&T  However, a customer does not transit traffic between two of its
internal information on its relationship with neighboring ASs. providers. A pair of peers agree to exchange traffic between
As much as 99.1% of our inference results are confirmed by the their respective customers free of charge. A mutual-transit
AT&T internal information. We also verify our inferred sibling agreement allows a pair of administrative domains to provide

relationships with the information acquired from the WHOIS - :
lookup service. More than half of our inferred sibling-to-sibling connectivity to the rest of the Internet for each other. This

relationships are confirmed by the WHOIS lookup service. To Mutual-transit relationship is typically between two adminis-
the best of our knowledge, there has been no publicly available trative domains such as small ISPs who are located close to

information about AS relationships and this is the first attemptin  each other and who cannot afford additional Internet services
understanding and inferring AS relationships in the Internet. We ¢4 petter connectivity. A pair of administrative domains may
show evidence that some routing table entries stem from router . .
misconfigurations. glso provide backup connggﬂvﬂy to the Inj[ernet for eaph oth.er
in the event that one administrative domain’s connection to its

provider fails.

These contractual commercial agreements between adminis-
trative domains play a crucial role in shaping the structure of
|. INTRODUCTION the Internet and the end-to-end performance characteristics. Pre-

HE INTERNET has experienced a tremendous growth MOus work on the Internet topology has been focused on the

its size and complexity since its commercialization. Th terconnectionstructure at either AS or router level [4]-[9].

Internet connects thousands of autonomous systems (ASs) o apce routing between ASs is controlied by BGP, a policy-based

ated by many different administrative domains such as Inter 8Ht|ng| protc;f:ol, ffg‘gez'v'tﬁ goes not |mptlydr(taa(t:kr]1 qblhty.tFor
service providers (ISPs), companies and universities. Since t mple, hationa SAandp are connected to their customer,

ISPs might merge into one and each administrative domain Caahegional ISP, C, respectively. Although ISPs A and B are con-

possess several ASs, an administrative domain can operaterb?%ed through ISP C, ISP A cannot reach ISP B via ISP C,

or several ASs. Routing within an AS is controlled by intrada> '€ C-as a custom_er does not provide iransit services betvvgen
providers. Even if ISPs A and B can reach each other via

main routing protocols such as static routing, OSPF, IS-IS, alk .
gp g oﬁwer ISPs, the end-to-end performance characteristics between

A and B cannot be inferred from that of between A and C and
between C and B. For example, the delay between A and B is
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sibling relationships. There is no publicly available informa-

tion about inter-AS relationships. ISPs do not register their re-
lationships to the Internet registries. Internet registries such as
ARIN [1] do provide information such as who administrates an
AS. However, the information can be out of date and does not
imply anything about how ASs relate to each other. Contrac- @ @
tual agreements between ISPs are proprietary and companies
are unwilling to reveal even the names of their ISPs [12]. In-
ternet Routing Registries (IRR) was created as a repository of
routing policies. However, some ISPs are not willing to reveal
their policies, and even if they were, these routing policies might @ @
not specify AS relationships.

In this paper, we present heuristic algorithms that infer thgy. 1. As graph example.
augmented AS graph from BGP routing tables. We first formally
present the routing policies implied by AS relationships and de-
rive routing table entry patterns as the result of routing poli-
cies. We then infer the AS relationships based on the heuristic

that the size of an AS is typically proportional to its degree | this section, we present background material on the In-

in the AS graph. This heuristic has been used by Govindgdinet routing architecture [17] and the use of BGP for inter-
and Reddy [5] in classifying ASs into four levels of hierarchyygomain routing [18], [19]. We also summarize previous work
Our heuristic algorithms classify an interconnected AS pair intg, the |nternet topology discovery.

having a provider—customer, peering, or sibling relationship.
The running time of the algorithm is linear in the total numbeA
of consecutive AS pairs in the routing tables. To the best of our
knowledge, this is the first attempt in understanding and infer- The Internet consists of a large collection of hosts intercon-
ring AS relationships in the Internet. nected by networks of links and routers. The Internet is divided
Furthermore, we perform an experimental study of AS reléato thousands of distinct regions of administrative domain, each
tionships in the Internet. BGP routing tables are retrieved froaf which possesses one or several ASs. Examples of adminis-
the Route Views server in Oregon [16], which is publicly availtrative domain range from college campuses and corporate net-
able and has the most complete view currently available. Thwrks to large ISPs such as AT&T or MCI Worldcom. Each
Route Views server establishes BGP peering sessions with m&din the Internet is represented by a 16-bit AS number, which
tier-1 and tier-2 ISPs. Among the connected AS pairs, the aldwings to a total of 65536 possible ASs. Not all AS numbers
rithms infer that more than 90.5% of the AS pairs have cuafe assigned to administrative domains, and some assigned AS
tomer—provider relationships, less than 1.5% of the AS painsmbers are not used. On January 2, 2000, there are at least
have sibling relationships, and less than 8% of the AS paBg474 ASs in use [20]. Many ISPs possess several ASs. For ex-
have peering relationships. We verify our inference results wigmple, MCI Worldcom owned at least 143 ASs on December
AT&T internal information on its relationship with neighboring10, 1997 [20]. An AS has its own routers and routing poli-
ASs. Our result shows that 100% of our inferred customers anies, and connects to other ASs to exchange traffic with re-
confirmed by the AT&T internal information. 100% of our in-mote hosts. A router typically has very detailed knowledge of
ferred peers are confirmed by the AT&T internal informatiorthe topology within its AS, and limited reachability informa-
20% of our inferred siblings are confirmed by the AT&T in-tion about other ASs. ASs interconnect at dedicated point-to-
ternal information. Out of all of our inference results, 98.9% gfoint links or public Internet exchange points (IXPs) such as
inference results are confirmed by the AT&T internal informaMAE-EAST or MAE-WEST. Public exchange points typically
tion. We also verify our inferred sibling relationships with theonsist of a shared medium, such as a Gigabit Ethernet or an
information acquired from the WHOIS lookup service [1]. MoréATM switch, that interconnects routers from several different
than half of the inferred sibling relationships are confirmed b4Ss. Physical connectivity at the IXP does not necessarily imply
the WHOIS lookup service. We show evidence that some BGlfRat every pair of ASs exchanges traffic with each other.
routing table entries stem from router misconfigurations. We can model the connectivity between ASs in the Internet
The remainder of the paper is structured as follows. Sectioru$ing an AS grapli = (V, E), where the node séf consists
presents an overview of interdomain routing and discusses ppéASs and the edge sét consists of AS pairs that exchange
vious work on the Internet topology and routing. In Section lltraffic with each other. Note that the edges of AS graph represent
we define the types of relationships between ASs and impliemjical relationships between ASs and do not represent the form
export policies. We also derive routing table entry patterns ref the physical connection. Fig. 1 shows an example of an AS
sulted from the export policies. Section IV presents heuristigaph. Thedegreeof an AS is the number of ASs that are its
algorithms for inferring AS relationships. In Section V, we pemeighbors. Formally, the degree of ASD(w) = |{v|(u, v) €
form an empirical study of inferring AS relationships by usindz}|. The degree of an AS can be a good heuristic in determining
publicly available BGP routing tables. We conclude the papthe size of the AS. In [5], AS degrees have been used to classify
in Section VI with a summary and future work. ASs into four levels of hierarchy.

Il. BACKGROUND ON INTERDOMAIN ROUTING
AND RELATED WORK

Internet Architecture
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Each AS has responsibility for carrying traffic to and from An AS uses import policies to transform incoming route up-
a set of customer IP addresses. The scalability of the Interdates. These import policies include denying an update, or per-
routing infrastructure depends on the aggregation of IP aghitting an update and assignindacal preferencedo indicate
dresses in contiguous blocks, callpdtfixes each consisting how favorable the path is. We consider a BGP sesgign) €
of a 32-bit IP address and a mask length (e.g., 1.2.3.0/24). Arbetween two ASg; andv. v receives a set of route updates
AS employs anintradomainrouting protocol (such as OSPFfrom u. Letimport(u, v)[R] represent’s update set after ap-
or IS—IS) to determine how to reach each customer prefix, aptying the import policy. For example, an import policy could
employs aninterdomainrouting protocol (such as BGP) toassign-.local_pref = 100if AS 1 appears in.as_path or deny
advertise the reachability of these prefixes to neighboring ASs1y update that includes AS 2 itms_path. Further, BGP dis-
We denote the set of prefixes that are originated fromwAsy cards a routing update wheralready appears in the AS path of
O(w). the update; this is essential to avoid introducing a cycle in the

Since the commercialization of the Internet in 1995, th&S path. That is, BGP has the followingop-avoidanceule:
Internet has experienced tremendous growth in both size and
complexity. The interconnections between ASs are dynamically
evolving since ISPs can add or remove connections to other if v € r.as_path, thenimport(u, v)[{r}] ={}.
ASs and companies can change their Internet service providers.
Furthermore, the contractual agreements between ASs capfter applying the import policies for route updates from a
change due to ISP merging and restructuring. There are sev@@8IP session, an AS saves all the imported updates in its BGP
registration services for the administration and registratiguting table. The AS then follows a route selection process that
of IP and AS numbers. ARIN [1] is an Internet registry thapicks the best route for each prefix. LBtw, d) denote the best
provides the WHOIS lookup service in North America, Soutfoute selected by for prefix d. B(u, d) is selected by picking
America, the Caribbean, and sub-Saharan Africa. The WHOH%e route with the highesgbcal_pref, breaking ties by selecting
service provides information about each AS such as the natne route with the shortests_path. Note that local preference
and address of the administrative domain that the AS belong&rrides the AS-path length. Among the remaining routes, the
to. Other registration services include RIPE NCC, whicAS picks the one with the smallested, breaking ties by se-
provides services for Europe, the Middle East, and parts |etting the route with the smallest intradomain routing cost. If a
Africa, and APNIC, which provides services for Asia Pacifictie still exists, further tie-breaking rules can be found at [19].
However, answering simple questions such as which ASsgach AS sends only its best route for a prefix to a neighbor.
belong to an ISP or which prefixes are originated from AS Export policies allow an AS to determine whether to send its
is not a straightforward undertaking. There is no one-to-om@st route to a neighbor and, if it does send the route, what
relationship between AS numbers and ISPs, and networks Ajigt it should send to its neighbor on using the route../A&p-

at times connected via multiple ISPs. plies export policies:zport(v, ) to its best route sef, for
) o ) sending to a neighboring A& Export policies include permit-
B. Routing Policies and BGP Routing Tables ting or denying a route, assigninmgultiple exit discriminator

BGP is a path-vector protocol that constructs paths by sue control how traffic enters its network), adding a community
cessively propagating updates between pairs of BGP speak¥afue tocommunity sefto hint on what preference a neighbor
routers that establisBGP peering sessiond8], [19]. Each should give to the route), and prependingne or more times to
updater concerns a particular prefix,prefix, and includes AS path (to discourage traffic from entering its network by in-
the list of the ASs along the path (t#&S path, r.as_path. flating the length of the AS path listing its AS number multiple
Each BGP speaking router originates updates for one or mdirees). For example, As could decline to advertise routes to
prefixes, and can send the updates to its immediate neighbA&v that have community 10 in the community set. Also, &S
via BGP sessions. The simplest path-vector protocol woubduld prepend. two times to the AS path for prefix 1.2.3.0/24
employ shortest AS path routing, where each AS selects a roatel for any route that includes AS 2 in the AS path. For any
with the shortest AS path. However, BGP allows a much wideoute update, an AS always applies an implicit policy that sets
range of routing policies so as to honor contractual agreemeniscal_pref andr.med to default values, assignsnezt_hop
that control the exchange of traffic. Upon receiving an updati® «'s interface connecting to, and prepends to r.as_path.

a router must decide whether or not to use this path accordidiiimately, the export policy transforms the set of upddtess

to import policiesand, if the path is chosen, whether or not texport(v, ©)[R], which« transmits tov using a BGP session.
propagate the update to neighboring ASs accordingxpmort Each BGP speaking router keepB@P routing tablewhich
policies Routing policies are set by manipulating updatstores a set of candidate routes for the router. We refer to a candi-
attributes including next-hop interface addressi€xt_hop), date route as suting table entrywhich includes a destination
local preference r{local_pref), multiple-exit discriminator prefix, next-hop, med, local preference and AS path of the route.
(r.med), and community setr(c_set) as described in the For the sake of simplicity, we describe the routing table entries
following paragraphs. Routing policies are configured on eaébr a fixed prefixd. The routing table entry in A% for desti-
BGP speaking router. For the simplicity of exposition, we usgationd is a route with empty AS path, denotedds, d), if «

an AS to represent BGP speaking routers in the AS and use thiginates prefixi. Otherwise, the routing table entries:irfor

AS and its BGP speaking routers interchangeably throughaldepend on the best route of its neighboring AL (v, d), as
this paper. well as the import policies of from v and the export policies
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of v to «. Formally, the routing table entries offor destination constructing the Internet distance map, and identifying inherent

prefix d structural properties of the Internet. Several studies [6], [9]
present heuristics on discovering the rougatjacenciesby
Routing Table(u, d) effectively using thetraceroute toal Motivated by impor-
e(u, d), if d e O(w) tant problems such as the mirror site placement, Jamin and
_ U import(v, w)[caport(u, v)[B(v, d)]l, Thgilmz_innet al. study the cqnstruction_of distanc_e maps by
(I estimating the end-to-end distance using stra_teglc_ally placed
otherwise. measurement servers [7], [8], [10]. Faloutsbsl. identify the

1) power-law properties of the Internet connectivity at both router
and AS levels [4]. In [5], inter-AS connectivity is characterized

We show a router's BGP routing table entries for destinatidly & hierarchy of ASs, where ASs are classified into four levels
prefix 4.2.24.0/21 below. The AS has five candidate routes Y the degree of the AS.
4.2.24.0/21: AS path (1740 1) vigext_hop 134.24.127.3, AS With the exception of [5], all of the aforementioned work do
path (5459 5413 1) viaext_hop 194.68.130.254, etc. Note thatNot have explicit notion of AS hierarchy. To the best of our
the third candidate route has AS path (1849 702 702 701 mowledge, all studies have assumed that the connectivity is
where AS 702 appears twice Consecutive|y_ This is due to @guivalent to the reaChabi”ty and there is no eXpIiCit notion of
prepending; AS 702 appends its AS number twice before e&S relationships in the topology characterization. Our paper is
porting to AS 1849. Since we are interested in inferring AS rébe first study that explores AS relationships, which is an in-
lationships in this paper, the extra appearance of an AS numBefent aspect of the policy-based Internet routing structure. The
does not give us additional information in this context. Therd2formation about AS relationships is crucial in fully under-
fore, for the sake of S|mp||c|ty, we assume that the AS path ﬁ{anding structural properties of the Internet. Further, AS rela-
the BGP routing table entry is preprocessed so that no AS di§nships can help to effectively place measurement servers and
pears more than once throughout this paper. In addition, we Rtter approximate end-to-end distances.
ASs in an AS path in the order that ASs are traversed when a
packet is sent from the source to the destination throughout this 1ll. AS RELATIONSHIPS AND ROUTING TABLE ENTRY

paper. PATTERNS
Network Next Hop Path Our algorithm for inferring AS relationships is based on the
+> 4.224.0/21 134.24.127.3 174011 fact that each AS sets up its export policies according to its rela-

tionships with neighboring ASs. In this section, we describe the

* 194.68.130.254 5459 541311 annotated AS graph representation, export polices, and routing
* 158.43.133.48 1849702702701 11i  table entry patterns resulted from the export polices.
* 193.0.0.242 333328611 .
A. Annotated AS Graph and Selective Export Rule
X 144.228.240.93 1239 1 i.

We propose to represent AS relationships by an annotated

An AS can specify a diverse set of routing policies includings graph. Anannotated AS grapts a partially directed graph
its preference on route selection and filtering. However, routinghose nodes represent ASs and whose edges are classified
policies are typically constrained by commercial contractugdto provider-to-customer, customer-to-provider, peer-to-peer
agreements negotiated between administrative domain pagigd sibling-to-sibling edges. Furthermore, only edges between
Routing policies are often manually configured in BGRyroviders and customers are directed. When traversing an
speaking routers by administrative domain operators. TBfige from a provider to a customer, we refer to the edge
potential for the various policies to conflict with and Contradicgs a provider-to_customer edge‘Nhen tra\/ersing an edge
one another is enormous [15]. To address these challengf$m a customer to a provider, we refer to the edge as a
Internet Routing Registries (|RR), a distributed database sttomer-to-provider edgM/e call the edge between two ASs
rOUting regiStrieS, was created. The aim of IRR is to act #%at have a peering re|ationshipmer-to-peer edgand the
a repository of routing policies and to perform consisten@dge between two ASs that have a sibling relationshiiba
checking on the registered information. However, not all ISRifg-to-sibling edge Fig. 2 shows an example of an annotated
are willing to reveal their policies and even if they are, Routings graph.
Policy Specification Language (RPSL) [21], [22] has only Each AS sets up its export policies according to its relation-
been recently standardized. ISPs are still in the early stages@fps with neighboring ASs. We define stomer(a), peer(a),
migrating to the new standard. As a result, information on IRRiling(a), and provider(a) as the set of customers, peers,
is far from complete. siblings, and providers af, respectively. We classify the set of
routes for an AS into customer, provider, and peer routes. A
C. Related Work router of AS v is acustomer (provider, or peer) routkthe first

The increasing importance and complexity of the Internebnsibling-to-sibling edge im.as_path is a provider-to-cus-
routing infrastructure has sparked interest in understanditigmer (customer-to-provider, or peer-to-peer) edge. More
Internet topology and its effect on the end-to-end performangeecisely, letr.as_path = (u1, ..., uy). If (w;, wip1) IS
Previous work consists of discovering the Internet topologg, sibling-to-sibling edge for at < j and (u;, u,;41) is a
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Note that the relationship between two ASs might not di-

—— provider-to rectly correspond to the business or commercial agreement be-
-customeredge  tween the administrative domains that the ASs belong to. It

----- peer-to-peer is possible to have a commercial agreement between two ASs
edge that includes a mixture of provider—customer, peering, and mu-

""""" ::Eﬁzg';‘(’ié . tual-backup agreements. Two ASs might set up different export

policies at different BGP sessions between the ASs. The rela-
tionship between two ASs reflects the most dominant commer-
cial agreement between their respective administrative domains.
The commercial agreements can be ordered from the most dom-
inant to the least dominant as follows: mutual transit/backup,
provider—customer, and peering agreement.
provider-to-customer (customer-to-provider or peer-to-peer)
edge, them is a customer (provider or peer) route(df;, ;1)
is a sibling-to-sibling edge for all < n. thenr is defined to be
u's own route. The AS relationships translate into the following The selective export rule indicates that a BGP routing table
rules that govern BGP export policies [23], [3]: entry should have a certain pattern. Before we explain the pat-
« Exporting to a provider: In exchanging routing informa- tern, we present alemma that infers export policies from routing
tion with a provider, an AS can export its routes and it&ble entries. This lemma aids us to derive the routing table entry
customer routes, butsually does not expoits provider Patterns.

Fig. 2. Annotated AS graph.

B. Routing Table Entry Patterns

or peer routes. Lemma 3.1:If up’s BGP routing table contains an entry
« Exporting to a customer: In exchanging routing informa- With AS path (u1, us, ..., u,) for destination prefixd, i.e.,
tion with a customer, an AS can export its routes and it§ere is an entry such thate € Routing-T'able(uo, d) and
customer routes, and as well as its provider or peer routégzs-path = (u1, uz, ..., u,), then we conclude that for
« Exporting to a peer: In exchanging routing information 1 < ¢ < n
with a peer, an AS can export its routes and its customer 1) 4; selects a route withas_path(w;11, ..., u,) as
routes, butusually does not expoiits provider or peer the best route to prefix, i.e., B(u;, d).as_path =
routes. (U'i-l-lv LR U’n)
* Exporting to a sibling: In exchanging routing informa-  2) »; exports its best route to w; i, ie.,

tion with a sibling, an AS can export its routes and routes  caport(u; 1, w;)[{ B(u;, d)}] # { }.

of its customers, and as well as its provider or peer routes. Proof: We prove by induction os. We first prove for the

In summary, an AS selectively provides transit services for ifse thai = 1. From (1), B(uy, d).as_path = (uz, ..., Un)
neighboring ASs. An AS sets up its export policy according ince otherwises,’s BGP routing table does not contain an
the following rule. entry with AS path(u;, us, ..., u,) for destination prefixd.
Selective Export Rule If export(ug, u1)[{B(uy, d)}] = { }, then the routing table of
a) Consider AS: and ASv € provider(u) U peer(u). For 1, does not contains a route tbwith AS path(u, ..., uy).
each best route of «, if r is a provider or peer route of Therefore,ezport(ug, u)[{B(u1, d)}] # {}. Suppose the
u, thenezport(v, w){r}] = { }. lemma is true fori < k. That is, B(ug_1, d).as_path =
b) Consider AS: and ASv € customer(u) U sibling(u).  (ux, ..., un). Thenwu,_,’s BGP routing table contains an
There is a best route of « such that- is a provider or entry with AS path(uy, ..., u,) for destination prefix.. Now
peer route ofs, andexport(v, w)[{r}] # { }. we can use the same argument#er k as fori = 1. ]

Note that although exporting policies are the same for In the next theorem, we show that the selective export rule
providers and peers (or customers and siblings), provider—casd Lemma 3.1 ensure that the AS path of an BGP routing table
tomer relationships are asymmetric and peering (or siblinghtry has the property.
relationships are symmetric, which is the key in distinguishing Valley-Free: After traversing a provider-to-customer
provider—customer relationships from peering (or sibling)r peer-to-peer edge, the AS path cannot traverse a cus-
relationships. Formally, A% transits trafficfor AS v iff AS «  tomer-to-provider or peer-to-peer edge. Formally, an AS path
transits some of its provider or peer routes to AS.e., there (u1, ua, ..., u,) is valley-free iff the following conditions
is a best route of « such that is a provider or peer route of hold true.

u and ezport(v, w)[{r}] # {}. Now we can determine AS . A provider-to-customer edge can be followed by

relationships as follows. only provider-to-customer or sibling-to-sibling edges
» ASsu andv have a peering relationship iff neithettran- If (u;, wiy+1) is a provider-to-customer edge, then
sits traffic forv norv transits traffic forz. (uj, uj+1) must be either a provider-to-customer or a
» ASw is a provider of ASy iff « transits traffic forv andv sibling-to-sibling edge for any < j < n.
does not transit traffic fot:. * A peer-to-peer edge can be followed by only
» ASs« andwv have a sibling relationship iff both transits provider-to-customer or sibling-to-sibling edges

traffic for v andwv transits traffic foru. If (u;, w;+1) is a peer-to-peer edge, thém;, w;4+1) must
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Uphill Path: A sequence of edges that are either cus-

—— provider-to tomer-to-provider or sibling-to-sibling edges. Formally, a path

-eustomer edge (4 0 ..., uy,) iS an uphill path iff (u;, u;4 1) is either a
----- peer-to-peer customer-to-provider or a sibling-to-sibling edge foriadt n.

edge Corollary 3.1: An AS path of a BGP routing table entry has
""""" sibling-to- one of the following patterns:

sibling edge

1) an uphill path;

2) a downhill path;

3) an uphill path followed by a downhill path;

4) an uphill path followed by a peer-to-peer edge;

5) a peer-to-peer edge followed by a downhill path; or

6) an uphill path followed by a peer-to-peer edge, which is
followed by a downhill path.

be either a prov!der—to-customer or a sibling-to-sibling |; js easy to verify that any other types of AS paths are not
edge forany < j < n. valley-free. Corollary 3.1 implies that an AS path can be parti-
For example, in Fig. 3, AS paths (1, 2, 3) and (1, 2, 6, 3) aHoned into either
valley-free while AS paths (1, 4, 3) and (1, 4, 5, 3) are not 1) the maximal uphill path, the peer-to-peer edge, and the
valley-free. Note that the selective export rule ensures that BGP  maximal downbhill path in order; or
routing table entries contain only valley-free AS paths. For ex- 2) the maximal uphill path and the maximal downbhill path
ample, if AS path (1, 4, 3) appears in a BGP routing table, then  in order

AS 4 exports its provider route (3) to its provider AS 1. This Vighere the maximal uphill path and the maximal downhill path
olates the selective export rule. Formally, we have the followinge defined as follows.

theorem. . o . Maximal Uphill Path: The longest uphill path in the AS
Theorem 3.1:1f all ASs set their export policies according t©Opath. Formally, (uy, . .., w) is the maximal uphill path of
the selectiv_e export rule, then the AS path in any BGP routings path (uy, ..., wn) iff (uy, ..., w;) is an uphill path and
table entry is valley-free. o &ui, u;41) is @ provider-to-customer or peer-to-peer edge.
Proof: We prove by contradiction. Suppose that AS path \jaximal Downhill Path: The remaining AS path after
(u1, w2, ..., un)inaBGP routing table entry is not valley-free. e moying the maximal uphill path and the peer-to-peer edge.
Let d be the destination prefix for the routing table entry. A&ormally, (uj, ..., u,) is the maximal downhill path of AS
path (u1, ue, ..., u,) contains either 1) a provider—to-cus-path (ug, ..., up) iff (uj, ..., u,) is @ downhill path and
tomer edge that is followed by a customer-to-provider b1, u;) is a peer-to-peer edge or belongs to the maximal
peer-to-peer edge, or 2) a peer-to-peer edge that is foIIowedLrﬁhi” path.
a customer-to-provider or peer-to-peer edge. Note that any one or both of the maximal uphill path and the
In the case of 1), there i < n such that(u;, u;+1) maximal downhill path of an AS path can be empty. An AS path
is a provider-to-customer edge and therekis > ¢ such can have an uphill top provider and a downhill top provider,
that (ux, ur+1) IS a customer-to-provider or peer-to-peejvhere thauphill top provideris the last AS in its maximal uphill
edge. Assume that is smallestk such that(u, ur+1) is @  path and thelownhill top provideiis the first AS in its maximal
customer-to-provider or peer-to-peer edge. This means tgtwnhill path. Note that an AS path’s uphill top provider and
(um—1, um) is either a provider-to-customer or sibling-to-sibdownhill top provider are the same AS if there is no peer-to-peer
ling edge fori < m < j. Let! be the largesin such that edge in the AS path. If the uphill and downhill top providers are
(4m—1, um) is a provider-to-customer edge. That is, foknown, then we can infer the relationship between any consec-
I < k < j, (ur—1, wx) is a sibling-to-sibling edge. From ytive pair of the AS path. Therefore, identifying the uphill and
Lemma 3.1, we have thd(v;, d) is a provider route ofy and  downhill top providers is the key in inferring AS relationships.
export(ui—1, w)[{B(u, d)}] # { }. However, this contradicts  The goal of this paper is to produce an annotated AS graph by
the selective export policy rule sineg_, is a provider or peer taking advantage of BGP routing table entry patterns. In other
of w;. words, given BGP routing tables, we derive an annotated AS
In the case of 2), a similar argument applies. m graphd that is consistent with the BGP routing tables. In the
The valley-free property derived from Theorem 3.1 enabl@ext two sections, we present heuristic algorithms that use BGP
us to identify patterns for BGP routing table entries. We haveuting tables to infer AS relationships and show experimental
a corollary that indicates such patterns. But first, we define ntesults derived from BGP routing tables.
tations that simplify the description of the routing table entry

Fig. 3. ASpaths (1, 2, 3) and (1, 2, 6, 3) are valley-free while AS paths (1, 4,
3) and (1, 4, 5, 3) are not valley-free.

patterns.

DOthl” Path: A Sequence Of edges that are either |V HEUR|ST|C ALGOR|THMS FOR'NFERR|NG AS
provider-to-customer or sibling-to-sibling edges. Formally, a RELATIONSHIPS
path (us, uz, ..., Un_1, u,) is & downhill path iff(w;, w;41)

is either a provider-to-customer or a sibling-to-sibling edge for In this section, we present heuristic algorithms for inferring
all i < n. AS relationships given a set of routing tables. Our algorithms
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are based on the intuition that a provider typically has a larger | Basic Algorithm:
size than its customer does and the size of an AS is typically pro- | Input: BGP routing tables
portional to its degree in the AS graph. The uphill (or downhill) Output: Annotated AS graph G
top provider of an AS path should be the AS that has the highest | phase 1: Compute the degree for each AS
degree among all ASs in its maximal uphill (or downhill) path. For each as_path (ug,us, ..., us) in routing tables,
Let thetop providerof an AS path to be the AS that has a higher foreachi=1,...,n—1,
degree between the uphill and downhill top provider. Therefore, ’;Ziggggﬁﬂj iefgzﬁgﬁ[]uujﬁ&i}
the top provider of an AS path is the AS that has the highest de- For each AS v,
gree among all ASs in the AS path. degree[u] = |neighbor[u]|
For the sake of simplicity, we first classify edges into . .

. s g Phase 2: Parse AS path to initialize consecutive
prowgler-to-customer an'd S|bI|ng-t9-S|bI|ng edges. Now, we AS pair’s transit relationship
can infer that consecutive AS pairs that appear before the 1. For each as_path (uy,us,...,un) in RT,
top provider in the AS path are customer-to-provider or sib- find the smallest j such that degree[u;]=
ling-to-sibling edges, and consecutive pairs that appear after max; <i<n degreefu;]
the top provider in the AS path are provider-to-customer or fort’r:n;i’t‘[;,’i - 1]’21
sibling-to-sibling edges. We then identify peer-to-peer edges fori:L___z:nlill’
from the set of AS pairs that appear only as the top provider transitfui g, us]=1
and the top provider’s neighbor in an AS path. We first show
algorithms that classify AS relationships into provider-to-cus-
tomer and sibling-to-sibling edges in Section IV-A, and then
present an algorithm that identifies AS pairs that have peering
relationships in Section 1V-B.

OO N

L

O G

Phase 3: Assign relationships to AS pairs
1. For each AS path (uy,us,...,uy),
2 fori=1,...,n-1,
3 if transit{u;, u;41]=1 and transitfe; 1, u;]=1
4. edge(u;, uir1] = sibling-to-sibling
5. else if transitu;t1, u;]=1
6 edge(u;, ui+1]=provider-to-customer
7 else if transit[u;, uip1]=1
8 edge[u;, us41]=customer-to-provider

A. Algorithms for Inferring Provider—Customer and Sibling
Relationships

In this section, we first present a basic algorithm for inferring _ o _
provider—customer and sibling relationships in Section [V-A-19- 4 Basic heuristic algorithm.
We then refine this algorithm in Section IV-A-2.

1) Basic Algorithm: Our basic heuristic algorithm goesTherefore, it is important to construct a linear time algorithm
through the AS path of each routing table entry. It finds thie V.
highest degree AS and lets the AS be the top provider of the A2) Refined Algorithm:The basic algorithm assumes that all
path. Knowing the top provider, we can infer that consecutih@GP speaking routers are configured correctly. However, it is
AS pairs before the top provider are customer-to-provider possible that some BGP speaking routers are misconfigured in
sibling-to-sibling edges, and consecutive AS pairs after the ttpe sense that they do not conform to the selective export rule.
provider are provider-to-customer or sibling-to-sibling edge$his might lead to incorrect inference of AS relationships from
Note that we traverse an AS path in the order that ASs ai@uting tables. For example, A& and ASw are providers of
visited when a packet is sent from the source to the destinati&$ w. However, ASw misconfigures its BGP speaker router
More precisely, if an AS paifu,, u2) appears before the topsuch that ASw transits traffic between ASs andw. In the
provider of an AS path, then, provides transit services for routing table of ASuw, there is a routing table entry with AS
u1, and if an AS pai(wy, uo) appears after the top provider ofpath(«, w, v). Suppose A% has the highest degree among the
an AS path, them; provides transit services faf,. Therefore, three ASs. The Basic algorithm infers thatransits traffic for
uy IS a provider ofus iff u; provides transit services far and u, which contradicts with the fact thatis a provider ofw. To
uo does not provide transit services fer. An AS pair have a reduce the possibility of incorrect inference, we propose a re-
sibling relationship if the pair provide transit services for eadimed algorithm that determines AS relationships by counting
other. the number of routing table entries that conclude transit rela-

This leads to a three-phase heuristic algorithm for inferrintgonships. In the refined algorithm, we assume that misconfig-
provider—customer and sibling relationships. The first phaseed BGP speaking routers affect only a small number of routing
parses routing tables and calculates the degree of each f&Ble entries. Specifically, we use the heuristic that if no more
The second phase parses each entry of the routing tableghdin Z routing table entries infer that A& provides transit ser-
first identifies the top provider and then assigns consecutiviees for ASv and more tharl. routing table entries infer that
AS pairs before the top provider with a transit relationshipS v provides transit services for A%, then we ignore the
and consecutive AS pairs after the top provider with a transduting table entries that infer that A&ransits for ASu and we
relationship. Fig. 4 shows the basic algorithm in details. conclude that: is a customer of, whereL is a small constant.

The basic algorithm has the running time complexity of The refined algorithm infers AS relationships as follows. The
O(N), whereN is the total number of consecutive AS pairdirst phase parses routing tables and calculates the degree of each
in the routing tables. As we will see later, we evaluate th&S. The second phase parses each entry of the routing tables. It
algorithm by using a publicly available routing table, in whicltounts the number of routing table entries that infer an AS pair
there are 1 million route entries amd is over 2.6 million. having a transit relationship by assigning consecutive AS pairs
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Refined Algorithm:
Input: BGP routing tables
Output: Annotated AS graph G

Phase 1: Same as Phase 1 in the basic algorithm

Phase 2: Count the number of routing table entries that infer an AS pair having
a transit relationship

1. For each AS path (u,us,...,un),

2 find the smallest j such that degree[u;]=max;<i<n degree[u;]

3 fori=1,...,j-1,

4. transit{u;, uj41 ]=transit[u;, u;41]+1

5 fori=4...,n—1,

6 transit{u; 1, u;]=transitfu; 1, u;]+1

Phase 3: Assign relationships to AS pairs

1. For each AS path (u1,u2,...,un),

2. fori=1,...,n—-1,

3. if (transit{u;y1,4;]> L and transit[u;, ui41])> L)
or (transit[ui,ui+1]< L and transit[u;, ui4q])> 0
and transit[u;, ui+1]< L and transit{u;, uiy1]> 0)
edge[u;, u;41] = sibling-to-sibling

else if transitfu;;1,4;]> L or transit[u;, u;41]=0
edge(u;, u;+1]=provider-to-customer

else if transitfu;, u;y1]> L or transit[u;yq,u;]=0
edge[u;, u;41]=customer-to-provider

0N oG

Fig. 5. Refined heuristic algorithm.

before the top provider with a transit relationship and consedugher degree. That s, if the top provider does not have a sibling
tive AS pairs after the top provider with a transit relationshipelationship with any one of its neighboring ASs in the AS path,
The third phase finalizes the relationship between AS pairs.tifen the top provider does not have a peering relationship with
more thanL routing table entries infer that A&transits traffic the neighbor with smaller degree.
for AS v and more thardl routing table entries infer that A& Finally, since we might not have routing tables from all BGP
transits traffic for ASu, thenw is a sibling ofu. If at least one speaking routers, we might not be able to identify all AS pairs
and at mosL. routing table entries infer that AGtransits traffic that do not have peering relationships using the heuristic de-
for ASwv and at least one and at mdstouting table entries infer scribed above. To eliminate more AS pairs from having peering
that ASw transits traffic for ASu, thenw is a sibling ofu. Oth-  relationships, we use the heuristic that the sizes of two peers
erwise, if no routing table entry infers thatransits traffic forv  do not differ significantly. Specifically, we assume that the de-
or at leastL routing table entries infer thattransits traffic for grees of the two ASs that have a peering relationship do not
u, thenv is a provider of:. Note that unlike the basic algorithm,differ by more thank times, wherekR is a constant that has to
the refined algorithm ignores some routing table entries. Figbe fine-tuned. Note that the need for the consfaig unfortu-
shows the refined algorithm in details. nate and itis not clear how to properly set it. Accordingly, some
inaccuracy might be introduced to the corresponding inference.
B. A Heuristic Algorithm for Inferring Peering Relationships On the other hand, the more BGP routing tables we use for the
Both the basic and refined algorithms classify AS relatioﬁnference’ the less cruu_al the chopeR;fs. Th's. 'S becagse we.
an eliminate an AS pair from having a peering relationship if

ships into provider—customer or sibling relationships only. Iy ) . ; :
this section, we present a heuristic algorithm for identil‘yina1e AS pair appear in any BGP routing table entry as having a

eering relationships. An AS pair have a peering relationshi ']ansit relationship or bfeing not likely t'o peer, as.described. car-
P 9 P b b g Fél_er. The use ofk to eliminate an AS pair from having a peering

gelationship plays a less significant role.

' The final algorithm infers peering relationships as follows.
fhase 1 coarsely classifies AS pairs into having provider—cus-
the AS path, then the AS pair have a transit relationship aWerorsibling relationships. Phase2 identifiesgIIAS pairsthat
therefore, the AS pair do not have a peering relationship. FGAOt Peer with each other. Finally, Phase 3 identify peering

Annot pe ; ;
thermore, according to Corollary 3.1, an AS path has at m(”f:ltlonshlps from the rest of connected AS pairs by using the

and only if the AS pair do not transit traffic for each other. Ther
fore, we firstidentify all AS pairs that have transit relationship
According to Corollary 3.1, if an AS pair appear consecutivel
in an AS path and neither of the AS pair is the top provider

one consecutive AS pair that have a peering relationship. T 5“”5“‘_: that tv_vo peering ASS' dggrees dq not _dlffer by more
is, a top provider can have a peering relationship with at mot nR times. Fig. 6 presents the final algorithm in detail.

one of its neighbors in the AS path. Since an AS pair that have a
peering relationship are typically of comparable size, we iden-

tify the neighboring AS of the top provider that the top provider In this section, we present experimental results of inferring
does not have a peering relationship with using the heuristic tie§ relationships in the Internet. Ideally, we would perform ex-

the top provider is more likely to peer with its neighbor with geriments on BGP routing tables of all BGP speaking routers

V. INFERRINGAS RELATIONSHIPS IN THEINTERNET



GAO: ON INFERRING AUTONOMOUS SYSTEM RELATIONSHIPS IN THE INTERNET

Input: BGP

1

2

3 for
4

5 for
6.

7

8

9.

10.

11.

Final Algorithm:

routing tables

Output: Annotated AS graph G

i=1,...,5-2,
notpeeringfu;, u;+1]=1
i=j+1,...n—1,

notpeering[u;, uiy1]=1

notpeeringu;j, uj41]= 1
else
notpeering[u;_1,u;]= 1

Phase 1: Use either Basic or Refined algorithm to coarsely
classify AS pairs into provider-customer or sibling relationships

Phase 2: Identify AS pairs that can not have a peering relationship
For each AS path (ug,us,...,un),
find the AS u; such that degree[u;]=max;<i<n degree{u;]

if edgefu;1,u;)#sibling-to-sibling and edgefu;, u;41]# sibling-to-sibling
if degree[u;_1|>degree[u;.1]

Phase 3: Assign peering relationships to AS pairs
1. For each AS path (u1,us,...,un),

2. for j=1, ..., n-1,
3. if notpeering[u;, u;11]# 1 and notpeering[u;41,u;]# 1 and
degree[u;]/degree[u;41]< R and degree[u;]/degreefu;11]> 1/R
4. edgelu;, u;j4+1] = peer-to-peer
Fig. 6. Final algorithm.
TABLE |
CURRENT CONTRIBUTORS OFROUTE VIEWS

ANS (Cleveland) 206.157.77.11 through AS1673
ATT (Chicago) 12.127.0.249 through AS7018
BBNPlanet | (Palo Alto) 4.0.0.2 through AS1
CERFnet (San Diego) 134.24.127.3 through AS1740
DIGEX (MAE-EAST) 192.41.177.192 | through AS2548
EBONE (EU) 192.121.154.25 | through AS1755
ESnet (GA) 134.55.24.6 through AS293
RIPE NCC | (Amsterdam) 193.0.0.56 through AS3333
TIAGnet (Chicago) 204.42.253.253 | through AS267
11J (Japan) 202.232.1.8 through AS2497
JINX (Johannesburg) 196.7.106.152 through AS2905
LINX (London) 194.68.130.254 | through AS5459
C&W USA | (San Francisco) 204.70.4.89 through AS3561
PIPEX (London) 158.43.133.48 through AS1849
Sprint (Stockton) 144.228.240.93 | through AS1239
vBNS (Hayward) 204.147.128.137 | through AS145
Verio (MAE-WEST) 129.250.0.3 through AS2914
Verio (MAE-EAST) 129.250.0.1 through AS2914
blackrose.org | (Ann Arbor) 204.212.44.128 | through AS234
Abilene (Indiana) 198.32.8.252 through AS11537
Concentric (MAE-WEST) 205.158.2.126 through AS2828
GIGABELL | (Frankfurt) 195.211.222.254 | through AS5409
GIGABELL | (MAE-FRANKFURT) | 195.211.222.6 through AS5409
GIGABELL | (Espanix) 195.211.222.13 | through AS5409

in the Internet. However, there are a limited number of BGfae BGP routing table once every night [20]. For the detailed
routing tables publicly available. We choose to use BGP routimlgscription of the Route Views server, see [16].

tables from the Route Views router in Oregon [16], which has i
the most complete view currently available. The Router Views Experimental Results

router establishes BGP peering sessions with 22 ISPs at 24 lowe implement the Basic, Refined, and Final algorithms using
cations, as shown in Table I. The Route Views server colledtse Perl programming language. For the Refined algorithm, we
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TABLE I
INFERENCERESULTS

Total Total | Sibling-to-sibling | Sibling-to-sibling | Peer-to-peer Peer-to-peer

Routing | edges | edges inferred by | edges inferred by | edges inferred by | edges inferred by

Entries Basic Refined[L = 1] Final[R = 0] Final[R = 60]

(Percentage) (Ignored Entries) | (Percentage) (Percentage)
1999/9/27 | 968674 | 11288 | 149 (1.3%) 124 (25) 884 (7.8%) 733 (6.5%)
2000/1/2 | 936058 | 12571 | 186 (1.47%) 135 (51) 838 (6.7%) 668 (5.3%)
2000/3/9 | 1227596 | 13800 | 203 (1.47%) 157 (46) 857 (6.2%) 713 (5.7%)
chooseL = 1 so as to ignore fewer number of routing table TABLE Il

entries. For the Final algorithm, we use the Basic algorithnfOMPARING INFERENCERESULTS FROM BASIC AND FINAL (R = o0) WITH
. o . ! ! .. - AT&T | NTERNAL INFORMATION
to infer sibling relationships and let the limit of the ratio be-

tween the degrees of two peering A38, be infinite or 60. Our Inference | AT&T Information | Percentage of ASes
Note that we choose to usé = 60 due to the current con- Customer Customer 100%

nectivity of top tier providers. There are only two ASs whose EZZ;’M“(I) gzg ;gf’z;)

degrees are greater than 420, and few ASs with degree less than Customer 9.6%

seven peer with tier-1 providers. Admittedly, this might exclude Sibling Sibling 20%

some peer-to-peer edges. We will see in the next subsection that Peer 60%
fine-tuning R to be 60 can significantly improve the inference ] Customer 20%

result for peering relationships. We run the algorithms for the ~ Nonexistent g:esrmmer 2543%

BGP routing tables from September 27, 1999, January 2, 2000, Gyl Confirmed 96_33%

and March 9, 2000. The number of edges in the AS graph, the Unconfirmed 37%

number of sibling-to-sibling edges inferred by both the Basic

and Refined algorithms, and the number of peer-to-peer edges . o o
inferred by the Final algorithm are shown in Table II. provider-to-customer edges, less than 1.5% of sibling-to-sibling

Note that the total number of edges in the AS graph is ir?_dges ?n? less tthan 8% o(; peer—tp -rﬂeberedgesaﬁottith.atthe S:“?"
consistent with the publicly available data at [20]. In [20], AEICENt OT pe€r-to-peeredges mghtbe caused by Ine incomplete

summary data indicates that there are 13895 edges on Jany5r of t.he Route \ﬁews router. Since thg Route V|ew§ router
2, 2000 and 12 468 edges on September 27, 1999. BecausBGT> with m_ostly tier-1 proylders, peering betwe_en t|er-2_or
the AS_prepend operation in BGP, an AS can appear more thattl_|er-3 ISPs might not b_e manifested in the Route Views routing
once in a routing table entry. The Perl script [20] overcounts tﬁ%ble due 1o the selactive export rule and the fact that only the
number of edges by including self edges (A self edge isan e stroutes are gxported. Wg also obse_rye that the numb_er or the
between an AS and itself) when parsing the BGP routing tab ercentage of sibling-to-sibling edges is increasing. It might be
o

We eliminate self edges in our Perl programs. aused by the increasing number of complex AS relationships
These BGP routing tables contain almost 1 million routing

and ISP mergers.
table entries..From the BGP _routing table on September % Verification of Inferred Relationships by AT&T
1999, the Basic and Final algorithms infer thatamong 11 288 AS ) ) ] ) )
graph edges, there are 10745 provider-to-customer edges, 149though there is no publicly available information about AS
sibling-to-sibling edges, and 884 peer-to-peer edges. By usfﬁéatlonsmps, we ve_rlfy our |_nferred relationships by comparing
the Refined algorithm, the number of sibling-to-sibling edges h AT&T internal information on AT&T Com”.‘o” IP Back-
reduced to 124 and by using the Final algorithm with= 60, one. We compare our data for March 9, 2000 with that of AT&T
the number of peer-to-peer edges is reduced to 733. Common IP Backbone on the same day.

. . Table Ill compares the inference results from Basic and
From the BGP routing table on January 2, 2000, the Ba‘IR—L?naI(R = oo) algorithms with AT&T internal information.

and Final algorithms _infer that among 12571 AS g_ra_ph edg hce we cannot reveal AT&T internal information on each
t_here are 12 013 provider-to-customer edges, 186 S'b“ng'to'@be of relationship, we present the comparison results in terms
ling e_dges, and 372 peer-Fo-.peer edggs. By using the Ref'Qﬁdpercentage except for some special cases. From the table,
algorithm, the number of sibling-to-sibling edges is reduced {95 see that 100% of our inferred customers are confirmed by
135 and by using the Final algorithm with = 60, the number e AT&T internal information. 0% of our inferred provider

of peer-to-peer edges is reduced to 668. From the BGP routiagonfirmed by the AT&T internal information. Note that we
table on March 9, 2000, the Basic and Final algorithms infer thigfier that AT&T has only one provider while AT&T has no
among 13800 AS graph edges, there are 13 661 provider-to-Gugvider. 77.4% of our inferred peers are confirmed by the
tomer edges, 203 sibling-to-sibling edges, and 836 peer-to-p@g&.T internal information. 20% of our inferred siblings are
edges. By using the Refined algorithm, the number of sibling-teonfirmed by the AT&T internal information. Note also that
sibling edges is reduced to 157 and by using the Final algorithge do not necessarily have all AT&T’s neighbors from the
with B = 60, the number of peer-to-peer edges is reduced touting table of Route Views since AT&T announces only
713. Therefore, for all three routing tables, we can find a coits best routes to outside and some of its announced routes
sistent view of AS relationships which has more than 90.5%e aggregate routes. Out of neighbors from the AT&T list,
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COMPARING INFERENCERESULTS FROM REFINED (L = 1) AND FINAL

TABLE IV

(R = o0) WITH AT&T | NTERNAL INFORMATION

TABLE V

743

COMPARING INFERENCERESULTS FROM REFINED (L = 1) AND FINAL
(R = 60) WITH AT&T | NTERNAL INFORMATION

Our Inference | AT&T Information | Percentage of ASes Our Inference | AT&T Information | Percentage of ASes
Customer Customer 100% Customer Customer 100%
Provider(1) Peer 100% Provider(1) Peer 100%
Peer Peer 77.4% Peer Peer 100%
Customer 22.6% Sibling Sibling 25%
Sibling Sibling 25% Peer 50%
Peer 50% Customer 25%
Customer 25% Nonexistent Customer 95.6%
Nonexistent Customer 95.6% Peer 4.4%
Peer 4.4% Overall Confirmed 99.1%
Overall Confirmed 96.5% Unconfirmed 0.9%
Unconfirmed 3.5%

we can confirm that an AS pair has a sibling relationship if the

20% ASs do not exist in our adjacency list and most of themo ASs be|ong tothe same company or two merging Companies
ASs are customers of AT&T. Out of all of our inferencqsych as AT&T and Cerfnet). Further, we also confirm that an
results, 96.3% of inference results are confirmed by the AT&{s pair has a sibling relationship if the ASs belong to two small
internal information. Note that 96.3% accuracy is relative t@mnanies that are located in the same city (which increases the
only AT&T’s relationships with its neighbors. Using AT&T'S jiyelihood that they have a mutual-transit agreement). We man-
internal information, we can verify 3.32% of edges that appeghy queried the WHOIS lookup service and confirmed 101 of
in the Router Views' BGP routing table. For AT&T's relat|0n-186 inferred sibling relationships for the January 2, 2000 data.

ships with its neighbors, most of the inaccurate inference F‘uis is 54.3% of the inferred sibling relationships. Note that,

caused by the misclassification of peering relationships in %wever the WHOIS server might not be completely accurate
provider—customer relationship. This confirms the need @ L . . o
fine-tuning & due to the lack of sufficient BGP routing tables>NCe its database might contain stale records. Therefore, it is

We will see later that by fine-tuning, it is possible to achieve pO.SSibl? that the WHO.IS Server might f"?"se'y confirm a relation-
better accuracy for AT&T's relationships with others, ship. With that'caveat |n'm|nd, we use it for the lack of a better
Table IV compares the inference results from Refideg( 1) avenue by which tq verity our mferen_ce re_sults._ By th_e same
and FinalR = ~c) with AT&T internal information. From the tgkgn, other uncqnflrmed sibling relationships mlght st|!l have
table, we see that 100% of our inferred customers are confirmegling relationships since the WHOIS lookup service might be
by the AT&T internal information. 77.4% of our inferred peer&Ut of date and we do not have sufficient information about ISP
are confirmed by the AT&T internal information. 25% of ourMergers.
inferred siblings are confirmed by the AT&T internal informa- The Refined algorithm reduces the number of sibling rela-
tion. Out of all of our inference results, 96.5% of inference reionships by ignoring some of routing table entries as shown in
sults are confirmed by the AT&T internal information. Usindlable Il. For September 27, 1999 data, the Refined algorithm
Refined algorithm, we improve the inference results on siblirigfers 124 sibling-to-sibling edges by ignoring only 25 route
relationships. entries. For January 2, 2000 data, the Refined algorithm infers
Table V compares the inference results from Refifieg(1) 135 sibling-to-sibling edges by ignoring only 51 route entries.
and Final§z = 60) with AT&T internal information. From the For March 9, 2000 data, the Refined algorithm infers 157 sib-
table, we see_that 1OQ% of our inferred custome_rs are Conﬁrmﬁﬂb-to-sibling edges by ignoring only 46 route entries. This en-
by the AT&T internal information. 100% of our inferred peergoyrages us to look into routing table entries that infer uncon-

are confirmed by the AT&T internal information. 25% of our injymed sibling relationships and analyze routes that might mis-
ferred siblings are confirmed by the AT&T internal informationja a4 us in inferring AS relationships.

Out of our inference results, 99.1%ofinferenceresultsarecon—W nalvze the routes that contribute to the inferen fun
firmed by the AT&T internal information. Using the heuristic € analyze the routes that co ute to the interence of un-

that peers are typically of comparable sizes by setting a reasGAnfirmed sibling relationships. Our goal is to find the pOSSIb|e.
able value forR, we improve the inference results on peerinBattemS for these routes and_perhaps to use the patterns to in-
relationships significantly. Note that although it is problematit’®2Se the accuracy of then inference. We report here several
to select a proper value fdk, it is encouraging to see that itpossible reasons behind the inference of unconfirmed sibling
is possible to achieve 100% confirmation for peering relatiofelationships.

ship inference for an ISP. Atthe same time, this suggests that W) Router Configuration Typo: Some router prepends its
should combine other information with our inference techniques  * A g number by explicitly specifying the AS numbers to

to achieve better accuracy for important business applications. prepend. A typo in the configuration can result routing

table entries that violate the loop-avoidance rule defined
in BGP. For example, in AS path (7018 3561 7057 7075
7057), AS7057 appears twice and does not appear con-
secutively. This might be the result of the router configu-
ration typo in AS7057.

C. Verifications by the WHOIS Server

We verify our inferred sibling relationships by checking with
the WHOIS lookup service. Since the WHOIS lookup service
supplies the name and address of the company that owns an AS,
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2) Misconfiguration of small ISPs: Some small ISPs cussed in Section V-C can be combined with additional knowl-
do not follow the selective export rule in their routeredge about ASs to improve our heuristic algorithms. In addition,
configuration. For example, AS path (1239 11116 70&e plan to study several applications of AS relationships. First,
7018) has Sprint (AS1239) using a small ISP in CalitSPs can reduce misconfiguration and debug router configura-
fornia (AS11116) to get to AT&T (AS7018) via UUnettion files [13], [15]. Route policies are often manually config-
(AS701). According to the AS graph, UUnet and Sprintired and therefore prone to errors. Such errors can propagate
are directly connected, although the route does not usgther to other ASs and can potentially cause outage. Therefore,
the direct connection. It is likely that AS11116 is a cusi is important for ISPs to monitor the received route announce-
tomer of both AS701 and AS1239. Therefore, this routments using AS relationship knowledge and perhaps filter erro-
might be caused by the misconfiguration of AS11116eous routes such as a route using a customer for transit traffic
that announces its provider route to another provider. between its two providers. Further, an ISP operator can scan its

3) Unusual AS relationships:Some AS pairs have their re-BGP routing tables periodically to identify potential erroneous
lationships defined at the prefix level. For example, inoutes and inform the originating AS. We would like to build
AS path (1239 3561 2856 701 702 1849 9090), Spritdols to improve the reliability of Internet routing. These tools
(AS1239) uses AS3561 and AS2856 to get the route mfclude features such as debugging router configuration files so
UUnet (AS701) instead of using the direct link to UUneas to conform to the selective export rule.

(AS701). Note that AS2856, AS1849, and AS9090 are Second, ISPs or companies can use AS relationship informa-
European ASs. This might be the result of specifically ddion to plan for future contractual agreements. The contractual
fined relationship for prefixes in Europe. agreement between ISPs is constantly evolving. For example,

4) Inaccuracy of the heuristic: The top provider does not a company might decide to switch to or add a tier-1 ISP as its
have the highest degree. For example, in AS path (33pBovider. Verifying whether an ISP is a tier-1 ISPs involves un-
7905 5727 1327), although AS3333 has the highest d#erstanding whether the ISP has a provider. As another example,
gree, it might not be the top provider of the AS path sincan ISP might decide to establish private peering relationships
AS5727 (AT&T) is likely to be the top provider. Note thatwith other ISPs as it becomes larger. The ISP might want to first
AS3333 is a European ISP. understand which tier that a potential ISP belongs to before col-

Reasons 1, 2' and 3 Suggest that we have to ignore sdﬁfé|ng information on tl’affiC VOlume betWeen the two ISPs. We
routing table entries in inferring AS relationships. Itis not cleaPlan to systematically study the AS hierarchical structure using
however, how to identify these entries. Reason 4 hints thatf¥e AS relationship information.
might be wise to modify our heuristic for special ASs. How-
ever, this cannot be done without additional knowledge such as
which ISP an AS belongs to. Therefore, it is a challenging task
to increase the accuracy of the AS relationship inference withThe author would like to thank J. Rexford at AT&T Research
only BGP routing tables. Labs for many helpful discussion and comments on the paper,
J. M. Gottlieb at AT&T Research Labs for providing the AT&T
internal information, D. Meyer at CISCO for allowing the use of
Route Views data, and the anonymous reviewers for many valu-

Interdomain routing policies are constrained by commerciable comments. Any opinions, findings, conclusions, or recom-
contractual relationships between administrative domains. Ag@ndations expressed in this material are those of the author
result, AS relationships are an inherent aspect of the Inter@ead do not necessarily reflect the views of the National Science
routing structure. We present heuristic algorithms that infer ASundation.
relationships from BGP routing tables. The algorithm is based
on the fact that a provider is typically larger than its customers
and two peers are typically of comparable size. We perform an _ ' _ o _
experimental study of AS relationships in the Internet. Out of the[1] [Online]. Available: http://www.arin.net/whois/arinwhois.html.
connected AS pairs seen from Route Views. our heuristic algo 2] G. Huston, “Interconnection, peering and settlements—Paltigrnet
i A P o ] 9 Protocol J, Mar. 1999.
rithm classifies more than 90.5% of AS pairs into provider—cus- [3] ——, “Interconnection, peering and settlements—Partit&rnet Pro-
tomer relationships, less than 1.5% of AS pairs into sibling re- _ tocol J, June 1999. ) ,
lationships. and less than 8% of AS pairs into beerin relation-[4] M._Faloutsos, P. Faloutsos, and_ C. Faloutsos, “On power-law relation-

) ps, ) ) 0 ] p . ; p g9 ) ships of the Internet topology,” iRroc. ACM SIGCOMMAug. 1999,
ships. We verify our inferred relationships with both AT&T in- pp. 251-262.
ternal information and the WHOIS lookup service. 99.1% of our [5] R. Govindan and A. Reddy, "An analysis of Internet inter-domain
inferred relationships between AT&T and its neighboring ASs tlogpgo;?%_a;gogg?_ stability," iiProc. IEEE INFOCOM vol. 2, Apr.
are confirmed by the AT&T internal information. More than [6] R. Govindan and H. Tangmunarunkit, “Heuristics for Internet map dis-
50% of inferred sibling pairs can be confirmed by the data from _ covery.” inProc. IEEE INFOCOMvol. 3, Mar. 2000, pp. 1371-1380.
the WHOIS lookub service. Furthermore. we identifv routin [7] W. Theilmann and K. Rothermel, “Dynamic distance maps of the In-

up service. Fu y We 'l ify routing " iernet,” inProc. IEEE INFOCOMVvoI. 1, Mar. 2000, pp. 275-284.

table entries that stem from unusual AS relationships or routerg] S.Jamin, C. Jin, Y. Jin, D. Raz, Y. Shavitt, and L. Zhang, “On the place-
misconfiguration/bugs. ment of Internet instrumentation,” iRroc. IEEE INFOCOM vol. 1,
) . . Mar. 2000, pp. 295-304.
As part of ongoing work, we are exploring heuristics that [9] R. Siamwalla, R. Sharma, and S. Keshav, “Discovering Internet

can improve AS relationship inference. Many of scenarios dis-  topology,” Cornell Univ., Ithaca, NY, Tech. Rep., May 1999.
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